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Abstract

This study investigates whether and how value-associated faces affect audiovisual speech perception and its eye movement
pattern. Participants were asked to learn to associate particular faces with or without monetary reward in the training phase, and,
in the subsequent test phase, to identify syllables that the talkers had said in video clips in which the talkers’ faces had or had not
been associated with reward. The syllables were either congruent or incongruent with the talkers’ mouth movements. Crucially,
in some cases, the incongruent syllables could elicit the McGurk effect. Results showed that the McGurk effect occurred more
often for reward-associated faces than for non-reward-associated faces. Moreover, the signal detection analysis revealed that
participants had lower criterion and higher discriminability for reward-associated faces than for non-reward-associated faces.
Surprisingly, eye movement data showed that participants spent more time looking at and fixated more often on the extraoral
(nose/cheek) area for reward-associated faces than for non-reward-associated faces, while the opposite pattern was observed on
the oral (mouth) area. The correlation analysis demonstrated that, over participants, the more they looked at the extraoral area in
the training phase because of reward, the larger the increase of McGurk proportion (and the less they looked at the oral area) in the
test phase. These findings not only demonstrate that value-associated faces enhance the influence of visual information on
audiovisual speech perception but also highlight the importance of the extraoral facial area in the value-driven McGurk effect.
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Introduction

In audiovisual speech perception, auditory information plays a
dominant role; the visual information (e.g., mouth move-
ments), however, also enables perceivers to decode the mes-
sage more accurately (Brancazio, Miller, & Par¢, 2003; Grant
& Seitz, 2000; Ross, Saint-Amour, Leavitt, Javitt, & Foxe,
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2007; Sumby & Pollack, 1954). One of the famous phenom-
ena reflecting the interaction between visual and auditory mo-
dalities is the McGurk effect (McGurk & MacDonald, 1976).
Specifically, a sound track of an auditory syllable (e.g., “ba”)
paired with a video track of a face pronouncing a different
syllable (e.g., “ga”) could lead to a novel, distinct percept of
the auditory syllable (e.g., “da”). The proportion of the report-
ed McGurk percepts can be used as a measure of the extent
that perceivers tend to use visual information in audiovisual
speech perception. That is, the increase of the McGurk pro-
portion indicates that the perceivers tend to make more use of
visual information (for review, see Alsius, Paré, & Munhall,
2018; Marques, Lapenta, Costa, & Boggio, 2016).

Attention modulates the influence of visual information on
audiovisual speech perception. Previous studies have shown
that the McGurk proportion would decrease if participants are
required to attend to a visual distractor (Tiippana, Andersen, &
Sams, 2004) or to concurrently conduct an unrelated visual
task (Alsius, Navarra, Campbell, & Soto-Faraco, 2005). That
is, less visual information would be used in audiovisual
speech perception if there were distractors of visual attention.
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Moreover, top-down characteristics (e.g., face familiarity) also
affect the McGurk effect. Walker, Bruce, and O’Malley
(1995) found that participants who are familiar with the face
report less McGurk percepts than those who are unfamiliar
with the face when the face and voice are from different per-
sons. These studies imply that the McGurk effect can be mod-
ulated by either bottom-up or top-down attentional
characteristics.

Value-driven attentional capture is a recently proposed
mechanism of attention in addition to the salience-driven
(bottom-up) and goal-driven (top-down) mechanisms
(Anderson, 2013). Previous studies on value-driven attention,
conducted in the visual domain, have shown that when stimuli
are learned to predict reward, these stimuli would gain a com-
petitive advantage that promotes attentional selection even
when they are nonsalient and/or task irrelevant in perception
(e.g., Anderson, 2013; Anderson, Laurent, & Yantis, 2011;
Wang, Duan, Theeuwes, & Zhou, 2014; Wang, Yu, & Zhou,
2013). A few studies extended the concept to the cross-modal
domain, showing that reward-associated sounds could affect
the processing of visual stimuli. For example, auditory
stimulus associated with high reward can increase the sensi-
tivity of the perception of visual stimulus appearing simulta-
neously, even when sounds and reward associations are both
irrelevant to the visual task (Pooresmaeili et al., 2014).
Anderson (2016) demonstrated that relative to neutral sounds,
previously reward-associated sounds capture attention, inter-
fering more strongly with the performance of a visual task.
However, it is currently unknown whether and how the value-
driven mechanism of attention works in audiovisual speech
perception in which the visual and auditory information is
complex and highly relevant.

The face is the most important visual information in audio-
visual speech perception. Raymond and O’Brien (2009)
showed that a value-driven effect could be observed in the
visual processing of faces. They trained participants to learn
particular face—reward associations and then asked them to
recognize whether a target face in an attentional blink (AB)
task had been presented in the training phase. The authors
found that the face recognition performance was higher for
reward-associated faces compared with non-reward-
associated faces. Moreover, while non-reward-associated-
faces trials showed a typical AB effect, reward-associated-
faces trials showed no AB effect, breaking through the con-
straints of AB on attentional selection. This study implies that
value-associated faces would capture more attention and
would be processed better than non-value-associated faces.

Considering that dynamic facial movements contain lots of
visual information (e.g., mouth movements, other facial mus-
cle movements, eye gaze), it is necessary to explore how peo-
ple extract visual information from the dynamic talking faces
for the purpose of audiovisual speech perception. By using the
McGurk task and monitoring eye movements, previous

studies have found that the mouth area of the talking face
plays a critical role in the effect of visual information on au-
diovisual speech perception. In particular, perceivers show
less time looking at the mouth area when the McGurk propor-
tion decreases (i.e., when they make less use of visual infor-
mation). For example, as the visual resolution of faces de-
creases, perceivers report fewer McGurk percepts and spend
less time looking at the mouth area (Wilson, Alsius, Paré, &
Munhall, 2016). Adding a concurrent cognitive task to the
main McGurk task would decrease the McGurk proportion
as well as the time looking at the mouth area (Buchan &
Munbhall, 2012). In addition, weak McGurk perceivers (i.e.,
perceivers who perceive the McGurk effect less frequently in
general) fixate less on the talker’s mouth area compared with
strong McGurk perceivers (Gurler, Doyle, Walker, Magnotti,
& Beauchamp, 2015; Hisanaga, Sekiyama, Igasaki, &
Murayama, 2016).

The current study investigates whether and how the value-
driven mechanism of attention works in audiovisual speech
perception by using a training-test paradigm, which is often
used in value-driven attention studies (e.g., Anderson, 2013,
2016; Anderson et al., 2011; Raymond & O’Brien, 2009;
Wang et al., 2013). In the training phase, participants were
asked to discriminate the gender of face pictures, in which
correct responses to half of the faces could receive monetary
rewards. In the test phase, participants were asked to identify
the syllables that the talkers said in video clips (i.e., the
McGurk task). Importantly, the talkers’ faces had or had not
been associated with reward in the previous training phase. In
both phases, participants’ eye movements were recorded with
an eye tracker. Because value-associated faces could capture
more attention and would be processed better than non-value-
associated faces, we predicted that face—reward association
would increase the influence of visual information on the au-
diovisual speech perception, resulting in higher McGurk pro-
portion for reward-associated faces than for non-reward-
associated faces. For the eye movement data, given the studies
reviewed above, we predicted that participants would fixate
longer on the oral area for reward-associated faces than for
non-reward-associated faces.

Method
Participants

A group of 32 graduate or undergraduate students ranging in
age from 18 to 26 years took part in the study for monetary
compensation. They were all native speakers of Chinese and
had the normal or corrected-to-normal vision and normal hear-
ing; none of them reported a history of neurological or psy-
chiatric disorders. This study was performed in accordance
with the Declaration of Helsinki and was approved by the
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Committee for Protecting Human and Animal Subjects,
School of Psychological and Cognitive Sciences, Peking
University. Three participants were excluded, because they
reported in the after-experiment interview that they concentrat-
ed on visual information in deciding the identity of spoken
syllables during the task; another participant was excluded
because of astigmatism that leads to poor quality of eye move-
ment data. The remaining 28 participants were included in data
analyses (17 females, mean age = 21.79, SD = 2.10). A power
analysis was conducted by using G*Power 3.1 (Faul,
Erdfelder, Buchner, & Lang, 2009; Faul, Erdfelder, Lang, &
Buchner, 2007). Since we did not find a previous study that is
similar to the current investigation, we referred to a study
concerning the modulation of attention on the McGurk effect
(Alsius et al., 2005). This study showed a moderate effect size
(Experiment 1, Cohen’s d = 0.694). We estimated that we
would need at least 19 participants, given Cohen’s d = 0.694,
o =0.05, and power = 80%. In the present study, the number of
participants (28) is higher than the suggested number (19).

Apparatus and materials

Visual stimuli were presented on a 17-inch SONY CRT mon-
itor (refresh rate: 75 Hz, resolution: 1,024 x 768) connected to
a DELL computer. Auditory stimuli were presented through
an AKG headphone. The monitor was positioned 60 cm from
the participant, and the head position was maintained using a
chin rest. Eye tracking was performed using an EyeLink 1000
system. Stimulus presentation and participant’s response re-
cording were controlled by Psychophysics Toolbox (http://
www.psychtoolbox.org/; Brainard, 1997) with MATLAB.

The audiovisual stimuli used in the test phase were devel-
oped based on eight original color video clips, which were
recorded by an MI5 phone camera from two male and two
female talkers (wearing white T-shirts) saying “ba” or “ga”
without blinking. We edited the video and sound tracks with
Windows Live video editing software and Cool Edit Pro 2.1,
respectively. For each talker, three types of audiovisual stimuli
were prepared by rematching sound and video recordings:
congruent (visual and auditory matching, which included vi-
sual “ba” + auditory “ba,” and visual “ga” + auditory “ga”),
incongruent (visual and auditory mismatch that could not lead
to a McGurk effect, which included visual “ba” + auditory
“ga”), and McGurk (visual and auditory mismatch that could
lead to a McGurk effect, which included visual “ga” + audi-
tory “ba”). Each prepared audiovisual stimulus started and
ended with the talker in a neutral, mouth-closed position
(i.e., all mouth movements from mouth opening to closing
were included), and was standardized at 640 x 480 resolution.
The duration of each audiovisual stimulus was approximately
1,500 ms, in which the duration of auditory syllables ranged
from approximately 400 to 500 ms and the volume was stan-
dardized at approximately 65 dB.
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The visual stimuli used in the training phase were the pic-
tures of each talker’s face (i.e., the two male and two female
talkers in a mouth-closed position and neutral emotion) ex-
tracted from the audiovisual stimuli used in the test phase.

Design and procedure

The experiment used a training-test paradigm. During the
training phase (see Fig. 1a), a hollow circle (0.96° x 0.96°)
was presented at the center of the screen for 600 to 1,000 ms at
the beginning of the trial. Then, the target face picture (22.62°
x 18.00°) was presented centrally until participants made a
response or until 1,000 ms elapsed. Participants were required
to judge the gender of the face (i.e., male vs. female) as quick-
ly and accurately as possible by pressing the “Z” or the “M”
key on a standard keyboard (counterbalanced across partici-
pants). After participants made a response or 1,000 ms
elapsed, a feedback indicating the outcome of the current trial
and the total rewards up to the current trial was presented for
1,500 ms. Specifically, for one male face and one female face
(counterbalanced across participants), a correct response was
associated with 80% probability of monetary reward feedback
(i.e., “+ ¥ 0.5”) and 20% probability of no reward feedback
(i.e., “+07). In contrast, correct responses for another male
face and another female face were always associated with no
reward (i.e., “+0”). If participants did not respond within
1,000 ms or responded incorrectly, a feedback showing “Too
slow!” or “Wrong!” would display, respectively. Participants
earned CNY 48 on average as reward, which would be added
to their basic compensation (CNY 10) for taking part in the
experiment (CNY 10 = US$1.6). Thus, the training phase
imbued two faces (one male and one female) with value (mon-
etary reward), and another two faces (another male and anoth-
er female) were not associated with value. The training phase
consisted of six blocks with 40 trials each.

The test phase (see Fig. 1b) started a few minutes later after
the training phase. At the beginning of each trial, a hollow
circle (0.96° x 0.96°) was randomly presented at one of the
four corners of an invisible bounding box (28.08° x 22.26°),
lasting 300 to 500 ms. This was to make sure that participants
always made at least one eye movement from a peripheral
fixation to the central target location, so that the first gaze
location would be determined by participants themselves rath-
er than by an existing fixation sign (Gurler et al., 2015). Then,
avideo clip (22.62° x 18.00°), in which a talker said a syllable,
was presented centrally for 1,500 ms, followed by a display of
four options and their corresponding response keys.
Participants were instructed to identify which syllable (“ba,”
“ga,” “da,” and “other”’) was said by the talker in the video clip
by pressing the “D,” “F,” “J,” and “K” keys, respectively, on a
standard keyboard (counterbalanced across trials). To avoid
the situation in which participants ignored visual information,
we did not emphasize that they should base their identification
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a

Fixation
600-1000 ms

Gender judgment
1000 ms or until response

+ ¥0.5

Feedback ¥10.5 total

1500 ms

Fig. 1 Trial structure in the training-test paradigm. a The training phase.
Participants were required to judge the gender of a face picture as quickly
and as accurately as possible. A correct response for two faces
(counterbalanced across participants) was associated with 80%
probability of monetary reward and 20% probability of no reward;
correct responses for the other two faces were not associated with
reward. The feedback indicating the outcome of the current trial (correct
and reward: “+ ¥ 0.5”; correct but no reward: “+0”; wrong: “Wrong!”;

on what they heard, and we excluded the participants
who identified the syllable based on what they saw as
we previously described. In addition, given that partici-
pants had to keep head static with a chin rest to ensure
the collection of accurate eye movement data, they could
not open their mouth to report what syllable they had
identified. A button-pressing method was thus a viable
way to record their responses (see also Fernandez,
Macaluso, & Soto-Faraco, 2017).

No feedback was provided in the test phase. The test
phase consisted of 20 blocks with 24 trials each. Each type
of audiovisual stimuli (i.e., congruent, incongruent, and
McGurk stimuli, with congruent and incongruent stimuli
acting as fillers) for each talker was equally presented in
each block. The test phase consisted of two different types
of faces across trials—that is, faces associated with reward
in the training phase (i.e., reward-associated faces) and
faces not associated with reward in the training phase
(i.e., non-reward-associated faces).

Eye tracking was performed at a sampling rate of 1000 Hz
during the training and test phases. Nine-point calibration and
verification were performed at the beginning of each experi-
mental phase; drift correction (and recalibration if necessary)
was performed at the beginning of each block. Participants
were required to look at the hollow circle at the beginning of
each trial; if participants’ fixations did not locate on the hollow
circle within 5,000 ms, drift correction (and recalibration if
necessary) would be performed again. During the display of
video clips, no fixation sign was presented, and participants
were not explicitly instructed to fixate on the face or any other
location (i.e., free viewing).

b

Fixation
300-500 ms

o)

Audiovisual stimulus
1500 ms

Syllable judgment
5000 ms or until response

time out: “Too slow!”), and the total reward up to the current trial would
be presented after response. b The test phase. Participants were instructed
to identify which syllable (“ba,” “ga,” “da,” and “other”’) was said by the
talker in a video clip by pressing a corresponding button on the keyboard.
A fixation randomly presented at one of the four corners of an invisible
bounding box, followed by a video clip in which a talker said a syllable
(McGurk stimuli, and audiovisual congruent/incongruent stimuli as
fillers). No reward or feedback was delivered

Data analyses
Behavioral data

For the training phase, trials with reaction times (RTs) more
than 2.5 standard deviations above or below the mean RT of
each condition for each participant were excluded (2.4% of all
the trials). A paired-samples ¢ test was conducted on the mean
RT and accuracy to examine the reward association effect.
For the test phase, we focused on responses to the McGurk
stimuli. The proportion of each response category (i.e., “ba,”
“ga,” “da,” and “other”) was calculated by dividing the number
of responses for each category by the total number of McGurk
trials (i.e., the congruent or incongruent trials were not includ-
ed). For the McGurk effect, we first took a liberal definition—
that is, a response of any percept (including “da,” “ga,” “other”)
other than the auditory target (“ba”) was classified as a McGurk
percept (e.g., Fernandez et al., 2017; Gurler et al., 2015). We
also tested the data based on a more conservative definition
(that is, only a response of “da” was classified as a McGurk
response) to evaluate the robustness of results. A paired-
samples ¢ test was conducted to compare the two conditions.

Signal detection analysis

We conducted a signal detection analysis for the behavior data
of the test phase. The advantage of using a signal detection
analysis is that the inclusion of filler trials could lead to im-
proved estimates due to the additional data incorporated, and,
more importantly, we could separately compare the response
criterion (¢) and the discriminability (d') for reward-associated
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and non-reward-associated faces. Specifically, a McGurk
stimulus was regarded as a signal trial, and a filler stimulus
(either the congruent or incongruent stimulus) was regarded as
a noise trial. A response defined as a McGurk percept was
regarded as a “yes” response, and a response not defined as
a McGurk percept was regarded as a “no” response.
Consequently, in the liberal definition of the McGurk effect,
“hit” was defined as a response of any percept other than the
auditory target to a McGurk stimulus, and “false alarm” was
defined as a response of any percept other than the auditory
target to a filler stimulus. By calculating the hit rate (P;) and
false alarm rate (Pgy), we could obtain the ¢ [~ (Zy + Zg) / 2]
and the d' (Z;; — Zpy) for each participant. Note that if Py or
Prywas 0 or 1, we would replace 0 with 0.5/V, and replace 1
with 1 — 0.5/N, where N was the number of signal or noise
trials (Stanislaw & Todorov, 1999). Similarly, in the conser-
vative definition of the McGurk effect, “hit” was defined as a
response of “da” to a McGurk stimulus, and “false alarm” was
defined as a response of “da” to a filler stimulus.

Eye movement data

To explore how participants extract visual information from
value-associated faces, we separately analyzed eye movement
data in the training phase and in the test phase. These data
were measured from the onset of the presentation of the face
to the onset of gender discrimination response in the training
phase and from the onset to the offset of each McGurk video
clip in the test phase. Blinks, saccades, and fixation locations
throughout each video clip were identified using the EyeLink
Data Viewer. Interest arecas (IAs) were created for each
McGurk stimulus (see Fig. 2 for an example), including three
rectangular bounding boxes for the left eye, the right eye, and
the mouth of the talker; and two irregular bounding shapes for
the nose/cheek and the forehead. All IAs covered the whole

-
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Forehead

Nose/cheek

Fig. 2 An example of interest areas (IAs). [As were created for each
McGurk stimulus independently. For direct comparisons between 1As,
the size of each IA was kept the same, except for the forehead IA,
which was a little larger. Participants spent much less time on the
forehead IA than the other [As, suggesting that the size of the forehead
IA would not affect the pattern of results
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face, and the mouth IA was large enough to encompass the
whole mouth, even at the maximal mouth opening. The criti-
cal IAs were essentially of the same size, allowing direct com-
parisons between different IAs. The IAs did not change during
the display of video clips because the talkers’ faces were rel-
atively stationary.

Moreover, we analyzed the eye movement data over the
time course of the presentation of the McGurk stimuli. We
divided each video clip (1,500 ms in total) into three time
intervals. The first time period covered 0 to 500 ms of the
video clip in which the talkers kept stable without sound,
and little visual information was provided in this period. The
second time period covered 500 to 1,100 ms of the video clip
in which the talkers opened their mouths and pronounced a
syllable, with the sound played and most of visual information
provided in this period. The third time period covered 1,100 to
1,500 ms of the video clip in which the talkers closed their
mouths and returned to the original state without sound; little
visual information was provided in this period.

We conducted 4 (IA: mouth vs. eyes vs. nose/cheek vs.
forehead) x 3 (time period: first vs. second vs. third) X 2 (re-
ward association: reward-associated vs. non-reward-associat-
ed) repeated-measures analysis of variance (ANOVA) on the
proportion of looking time and the proportion of fixation num-
ber, respectively. In addition, for the purpose of illustration, we
divided the whole McGurk stimulus presentation (1,500 ms)
into 15 bins (100 ms for each) and calculated the proportion of
looking time and fixation number on a particular IA in each
bin. This was to further depict the change of the proportion of
looking time and fixation number on different IAs over time,
although we did not conduct statistical analyses for each bin.

Correlation analysis

Previous studies revealed that there were large individual
differences in reporting McGurk percepts (Mallick,
Magnotti, & Beauchamp, 2015) and in the eye movement
pattern of looking at faces (Gurler et al., 2015). We ex-
pected that the reward-related differences of eye move-
ment patterns in either the training or test phase (or both)
might be related to the reward-related differences of
McGurk proportion in the test phase. Thus, we explored
the correlations between the eye movement data and the
McGurk proportion. Specifically, we calculated the
reward-related differences (i.e., subtracted the measures
in the non-reward-associated condition from the measures
in the reward-associated condition) of the looking time
proportion and fixation number proportion in different
interest areas for both the training and test phases; we also
computed the reward-related changes of the McGurk pro-
portion in the test phase. Then we conducted a series of
correlation analyses between these measures.
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Results
Reaction time and accuracy in the training phase

Participants identified the gender of reward-associated faces
significantly faster than non-reward-associated faces (446 vs.
451 ms), #27) = —2.239, p = .034, d = 0.423, demonstrating
that participants had leamnt the face—reward association. There
was no significant difference in terms of response accuracy
between reward-associated and non-reward-associated faces
(97.9% vs. 97.7%), t (27) = 1.026, p = .314.

McGurk effect in the test phase

The average accuracies in responding to the filler stimuli (i.e.,
congruent and incongruent stimuli) in different conditions
were very high, ranging from 95.7% to 97.2%, indicating that
participants performed the task carefully and effectively. For
the McGurk stimuli, the proportion of each response category
under each condition is shown in Table 1. According to the
liberal definition of the McGurk percept (i.e., a response of
any percept other than the auditory target was classified as a
McGurk percept), the McGurk proportion was significantly
higher for reward-associated faces than for non-reward-
associated faces (60.1% vs. 49.9%), #27) = 2.438, p = .022,
d = 0.461, which was consistent with our hypothesis.
According to the conservative definition of the McGurk
percept (i.e., only a response of “da” was classified as a
McGurk percept), the McGurk proportion was marginally
higher for reward-associated faces than for non-reward-
associated faces (52.2% vs. 43.6%), t(27) = 1.788, p = .085,
d = 0.338, which was consistent with the pattern reported
above. In addition, the proportion of “ba” response (i.c., the
true auditory target) was significantly lower for reward-
associated faces than for non-reward-associated faces
(39.9% vs. 50.1%), #(27) = 2.438, p = .022, d = 0.461,
mirroring the pattern for the liberally defined McGurk percept.
The proportion of “ga” response (i.e., the true visual target)
did not differ between reward-associated and non-reward-
associated faces (2.7% vs. 2.3%), t(27) = 0.350, p = .729, d
= 0.066, nor did the proportion of “other” response (5.2% vs.
4.0%), 1(27)=0.610, p = .547,d = 0.115. Note that there was a
considerable variability in the McGurk proportion across

Table1 Mean proportion of responses to McGurk stimuli with standard
errors in parentheses

Reward association Responses to McGurk stimuli (%)

“ba” “ga” “da” “other”

Reward-associated faces 39.9(6.0) 2.7(1.0) 52.2(5.7) 5.2(1.4)

Non-reward-associated faces 50.1 (6.7) 2.3 (0.8) 43.6(6.1) 4.0 (1.5)

participants based on either liberal or conservative definition
(see Fig. 3), in line with a previous study (Mallick et al.,
2015).

Signal detection analysis for the behavioral data
in the test phase

The signal detection analysis of the behavioral data based on
the liberal definition of McGurk percept revealed that the ¢
was significantly lower for reward-associated faces than for
non-reward-associated faces (0.735 vs. 0.998), #(27) = 3.108,
p=.004,d=0.587, whereas the d' was significantly higher for
reward-associated faces than for non-reward-associated faces
(2.348 vs. 1.972), #(27) = 2.089, p = .046, d = 0.395. This
pattern was replicated in the signal detection analysis of be-
havioral data based on the conservative definition of McGurk
percept, with the ¢ significantly lower for reward-associated
faces than for non-reward-associated faces (1.018 vs. 1.247),
t(27)=2.255,p=.032,d=0.426, and the d’ marginally higher
for reward-associated faces than for non-reward-associated
faces (2.218 vs. 1.882), #(20) = 1.927, p = .065, d = 0.364.

Eye movements in the training phase

We examined the proportion of looking time and fixation
numbers on different interest areas (IAs) in the training phase.
For the proportion of looking time, we conducted a 4 (IA:
mouth vs. eyes vs. nose/cheek vs. forehead) x 2 (reward as-
sociation: reward-associated vs. non-reward-associated)
ANOVA, which showed only a significant main effect of A,
F(3,81)=273.632, p < .001, np2 =.910, with the proportion
of looking time on the nose/cheek 1A (73.91%) significantly
higher than the other three [As (all ps < .001) and the propor-
tion on the eyes IA (23.81%) higher than on the mouth A
(1.03%) and the forehead 1A (1.88%; all ps < .001).
Participants rarely looked at areas outside of the face. The
number of fixations showed exactly the same pattern, with
more fixations on the nose/cheek 1A (73.25%) and the eye
IA (23.87%) than on the mouth IA (1.16%) and the forehead
1A (1.78%).

Eye movements in the test phase: The proportion
of looking time

Figure 4 illustrates the time course of the proportion of
looking time (i.e., fixation time) at different IAs. The 4 (IA:
mouth vs. eyes vs. nose/cheek vs. forehead) x 3 (time period:
first vs. second vs. third) x 2 (reward association: reward-
associated vs. non-reward-associated) ANOVA showed that
the main effect of A was significant, F(3, 81) = 18.563, p <
.001, np2 = .407. Planned comparisons showed that the pro-
portion of looking time on the forehead IA was significantly
lower than other three IAs (all ps < .001), the proportion of
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Fig. 3 Individual differences in the McGurk proportion based on the
liberal definition of the McGurk percept. a Each participant’s McGurk
proportion for reward-associated and non-reward-associated faces. b The

looking time on the mouth IA was marginally higher than on
the eyes IA (p =.073), and there were no differences between
other 1As (all ps > .269). The main effect of time period was
also significant, F(2, 54) = 126.548, p < .001, np2 = .824.
Planned comparisons showed that the proportion of looking
time on the first time period was significantly lower than the
other two time periods (all ps < .001), and there was no sig-
nificant difference between the second and third periods (p =
.293). The main effect of reward association was not signifi-
cant, F(1, 27) = 0.040, p = .843, np2 =.001. The A X Time
Period interaction was significant, F(6, 162) = 15.819, p <
.001, np2 =.369, so was the IA x Reward Association inter-
action, F(3, 81)=2.897, p =.040, npz =.097. The Time Period
x Reward association interaction was not significant, F(2, 54)
= 0.558, p = .576, np2 = .020. Importantly, the three-way
interaction between IA, time period, and reward association
was significant, F(6, 162) = 2.373, p = .032, np2 =.081, and
we further explore this interaction below.

We conducted 4 (IA: mouth vs. eyes vs. nose/cheek vs.
forehead) x 2 (reward association: reward-associated vs.
non-reward-associated) repeated-measures ANOVA for the
first, second, and third time periods, respectively. For the first
time period (0 — 500 ms of the video clips; see Fig. 5, left
panel), only the main effect of IA was significant, F(3, 81) =
20.573, p < .001, npz = .432. Planned comparisons showed
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Participant #

Participant #

difference of the McGurk proportion between reward-associated and non-
reward-associated faces for each participant

that the proportion of looking time on the forehead IA was
significantly lower than other three 1As (all ps < .001), the
proportion of looking time on the eyes IA was significantly
lower than mouth IA (p = .029) and nose/cheek IA (p <.001),
and there was no significant difference between mouth and
nose/cheek IAs. The main effect of reward association and
the interaction effect were not significant (all ps > .493).

For the second time period (500—1,100 ms of the video
clips; see Fig. 5, middle panel), the main effect of IA was
significant, F(3, 81) = 22.510, p < .001, 1,> = .455. Planned
comparisons showed that the proportion of looking time on
the forehead IA was significantly lower than the other three
IAs (all ps < .001), the proportion of looking time on the
mouth TA was significantly higher than the other three IAs
(all ps <.005), and there was no significant difference between
eye and nose/cheek A (p = .277). The main effect of reward
association was not significant, (1,27) =0.388, p =.538, npz
= .014. Importantly, the A x Reward Association interaction
was significant, F(3, 81) = 2.908, p = .040, npz = .097.
Planned ¢ tests on simple effects showed that the proportion
of looking time was significantly higher for reward-associated
faces than for non-reward-associated faces (28.3% vs. 25.9%)
on the nose/cheek 1A, #27) = 2.328, p = .028, d = 0.440,
although this effect did not reach significance if more stringent
statistical tests were applied. This effect did not appear on
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(IA) for (a) mouth, (b) eyes, (¢) nose/cheek, and (d) forehead with
standard errors. The whole McGurk stimulus presentation (1,500 ms)
was divided into 15 time bins (100 ms for each) to further illustrate the

other IAs (all ps > .101), suggesting that compared with non-
reward-associated faces, participants looked at reward-
associated faces longer, but only on the extraoral facial area,
which is somewhat inconsistent with our original hypothesis.

For the third time period (1,100-1,500 ms of the video
clips; see Fig. 5, right panel), the main effect of TA was signif-
icant, F(3, 81) = 12.763, p < .001, np2 =.321. Planned com-
parisons showed that the proportion of looking time on the
forehead 1A was significantly lower than the other three 1As
(all ps < .001), and there were no significant differences be-
tween these three [As (all ps > .917). The main effect of re-
ward association was not significant, F(1, 27) = 0.241, p =
.627, np2 =.009. But the IA x Reward Association interaction
was significant, F(3, 81) = 3.408, p = .021, np2 =.112.
Planned ¢ tests on simple effects showed that the proportion
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change of the proportion of looking time on different IAs over time. The
vertical lines separated time periods (i.e., 0-500 ms, 500—1,100 ms, and
1,100-1,500 ms of stimulus presentation) that we used in the statistical
analyses

of looking time was significantly lower for reward-associated
faces than for non-reward-associated faces (36.0% vs. 40.0%)
on the mouth A, #27)=-2.122, p =.043, d = 0.401, although
this effect would not survive if more stringent statistical tests
were applied. There were not reward association effects on
other IAs (all ps > .098). The result here was surprising, as it
indicated that participants were less likely to look at the mouth
area of reward-associated faces, relatively to non-reward-
associated faces, even though visual information in this area
was thought to be a causer of McGurk effect. This is in con-
tradictory to our original hypothesis.

We also collapsed data over the three time periods and
conducted a 4 (IA: mouth vs. eyes vs. nose/cheek vs. fore-
head) x 2 (reward association: reward-associated vs. non-re-
ward-associated) ANOVA. The TA x Reward Association
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Fig. 5 The proportion of looking time, with standard errors, on different
interest areas (IAs) in different time periods under the reward-associated
and non-reward-associated conditions. The three-way interaction
between IA, time period, and reward association was significant (p =

interaction was significant (see Fig. 6a). Planned ¢ tests on
simple effects showed that the proportion of looking time on
the nose/cheek IA was marginally higher for reward-
associated faces than for non-reward-associated faces
(26.9% vs. 25.1%), t(27) = 2.034, p = .052, d = 0.384, al-
though this effect would not survive when more stringent
statistical tests were applied. The pattern here again demon-
strated the importance of extraoral facial areas in the value-
driven McGurk effect.

Eye movements in the test phase: The proportion
of fixation number

Figure 7 illustrates the change of the proportion of fixation
number in different IAs over time. The 4 (IAs: mouth vs. eyes
vs. nose/cheek vs. forehead) x 3 (time period: the first period
vs. the second period vs. the third period) x 2 (reward associ-
ation: reward-associated vs. non-reward-associated) repeated-
measures ANOVA showed a pattern almost identical to what

a 50 - Onon-reward-associated
Ereward-associated
40
S #
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&
2 2
=
(=}
|
10
0 , [ o

Mouth Eyes  Nose/Cheek Forehead

Fig. 6 The proportion of (a) looking time and (b) fixation number under
the reward-associated and non-reward-associated conditions in different
interest areas (IAs), collapsing over the three time periods. The
interactions between IA and reward association were significant for
both the proportion of looking time (p = .040) and the fixation number
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.032). The asterisk indicates significant difference between the two
conditions (“*” means that p = .028 for the middle panel, and p = .043
for the right panel)

was reported for the proportion of looking time, above.
Collapsing the data over the three time periods, we once again
observed the interaction between IA and reward association,
F(3, 81) = 3.276, p = .025, np2 = .108. Planned ¢ tests on
simple effects showed that the proportion of fixation number
on the nose/cheek TA was marginally higher for reward-
associated faces than for non-reward-associated faces
(26.0% vs. 24.4%), 1(27) = 2.052, p = .050, d = 0.388, al-
though this effect would not reach significance if more strin-
gent tests were applied; but this pattern was reversed for the
mouth IA (35.0% vs. 37.2%), #(27) = —2.013, p = .054, d =
0.380 (see Fig. 6b); once again, this difference would not
reach significance for the more stringent tests. These results
demonstrated that participants pay more attention to the
extraoral facial area for reward-associated faces than for
non-reward-associated faces; but the opposite pattern was ob-
served for the oral area.

In addition, considering that participants had to make at
least one eye movement from a peripheral fixation to the

o
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(p = .025). The hashtag indicates a marginally significant difference
between the conditions (“#” in Panel A means that p = .052; “#” in
Panel B means that p = .054 for mouth area, and p = .050 for
nose/cheek area)
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Fig. 7 Time course for the proportion of fixation number on the interest of the proportion of fixation number on different IAs over time. The
area (IA) for (a) mouth, (b) eyes, (¢) nose/cheek, and (d) forehead, with vertical lines separated time periods (i.e., 0-500 ms, 500—1,100 ms, and
standard errors. The whole McGurk stimulus presentation (1,500 ms) was 1,100-1,500 ms of stimulus presentation) that we used in the statistical
divided into 15 time bins (100 ms for each) to further illustrate the change analyses

central target face in each trial, we analyzed the number of first ~ correlated with the difference of the McGurk proportion, ei-
fixation in a particular 1A, excluding the fixations outside of  ther liberally or conservatively defined, between the two con-
the face. We found only a significant main effect of IA, F(3,  ditions in the test phase (see Fig. 8a), r = .381, p = .045; r =
81)=17.038, p < .001, np2 =.387, with more fixations onthe  .424, p = .024. The same pattern was observed for the propor-
nose/cheek 1A (36.66%) and the mouth IA (35.31%) than on tion of fixation number, » = .350, p = .067; » =.397, p = .037.

the eye 1A (19.55%) and the forehead 1A (7.90%). In addition, the difference of the proportion of looking time
at the nose/cheek area between reward-associated and non-
Correlation analysis reward-associated faces in the training phase negatively corre-

lated with the difference of the proportion of looking time at the
Given that, in the training phase, participants spent the longest =~ mouth area between the two conditions in the test phase (see
time looking at the nose/cheek area (73.91%) than any other ~ Fig. 8b), »=—333, p =.083. The same pattern was obtained for

areas, the correlation analysis was first conducted for this area.  the proportion of fixation number, » = =318, p = .099.
Over participants, the difference of the proportion of looking Since that, in the test phase, the reward-association effect
time at nose/cheek area between reward-associated and non- was observed in the nose/cheek area and the mouth area, the

reward-associated faces in the training phase positively  correlation analysis was conducted for these two areas. In the
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Fig. 8 Correlation analysis across the training and test phases. a The
difference of the proportion of looking time at nose/cheek area between
reward-associated and non-reward-associated faces in the training phase
positively correlated with the difference of the McGurk proportion
(liberally defined in this figure) between the two conditions in the test

test phase, however, the difference of the proportion of
looking time at the nose/cheek area between reward-
associated faces and non-reward-associated faces did not cor-
relate with the difference of McGurk proportion, either liber-
ally or conservatively defined, between the two conditions, » =
—.158, p = .421; r =—.071, p = .719. The null effect was also
observed for the proportion of fixation number, » =—.179, p =
362; r = —.121, p = .538. Similarly, in the test phase, the
difference of the proportion of looking time at the mouth area
between reward-associated and non-reward-associated faces
did not correlate with the difference of McGurk proportion,
either liberally or conservatively defined, between the two
conditions, » = .030, p = .880; r = —.090, p = .648. The null
effect was also observed for the proportion of fixation number,
r=.045, p = .820; r =—.042, p = .831.

Discussion

The present study found that, in line with our prediction, par-
ticipants would make more use of visual information for
value-associated faces in audiovisual speech perception, with
more McGurk percepts for reward-associated faces than for
non-reward-associated faces. Value-associated stimuli have
higher attentional priority (Anderson, 2013; Anderson et al.,
2011). Participants devoted more attention to reward-
associated faces than to non-reward-associated faces; the
deeper processing of reward-associated faces increased the
weight of visual information in audiovisual speech perception,
resulting in more reports of the McGurk percepts. Convergent
with this account, weaker McGurk effect had been observed
when less attention was assigned to the visual information
(Alsius et al., 2005; Tiippana et al., 2004).
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phase (=381, p =.045). b The difference of the proportion of looking
time at the nose/cheek area between reward-associated and non-reward-
associated faces in the training phase negatively correlated with the
difference of the proportion of looking time at the mouth area between
the two conditions in the test phase (» = —.333, p = .083)

This account gains additional support from our signal de-
tection analysis. Here, participants had lower ¢ for reward-
associated faces than for non-reward-associated faces, demon-
strating that participants tended to respond “yes” (i.e., having
more liberal criterion) in audiovisual speech perception when
faces were associated with value. The “yes” response, in the
context of the present study, meant a response that was differ-
ent from the actual auditory target. Thus, the change of ¢ here
implies a tendency that participants made use of visual infor-
mation even when the visual information was incongruent
with the auditory information (Seilheimer, Rosenberg, &
Angelaki, 2014).

Moreover, we speculate that multisensory integration pro-
cesses may play a role in the value-driven McGurk effect. The
signal detection analysis revealed that participants had higher
d' for reward-associated faces than for non-reward-associated
faces, demonstrating that participants were more sensitive to
the “signal” in audiovisual speech perception when faces were
associated with value. The “signal” here refers to stimulus
properties that could lead to the McGurk percept, and the
change of sensitivity to these properties might be related to
certain internal processes, such as multisensory integration for
a McGurk stimulus. An fMRI study (Pooresmaeili et al.,
2014) showed that reward associations modulate responses
in multisensory processing regions (i.e., superior temporal
sulcus [STS]) and other classical reward regions, but only
the modulation strength of STS could predict the magnitude
of the behavioral effect. The authors argued that multisensory
regions may mediate the transfer of value signals across
senses, rather than classical reward regions in the cross-
modal context. Considering that our results demonstrate that
the value-driven mechanism of attention works not only in
simple cross-modal contexts (e.g., Anderson, 2016;
Pooresmaeili et al., 2014) but also in the complex audiovisual
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speech perception context, it is possible that multisensory in-
tegration processing was directly facilitated by reward associ-
ation in the present study, resulting in more McGurk percepts
for reward-associated faces. Nevertheless, it should be noticed
that the McGurk effect cannot be equated with multisensory
integration, because much more is involved with the McGurk
effect than just multisensory integration, such as conflict res-
olution (e.g., Fernandez et al., 2017; see also Alsius et al.,
2018 for a review).

Furthermore, it should be mentioned that our results seem
to show contrasts with a previous study in which Walker et al.
(1995) investigated the influence of face familiarity (i.e., a
form of value to some extent) on the McGurk effect, and
found that participants who were familiar with the face report-
ed less McGurk percepts than those who were unfamiliar with
the face when the face and voice were from different persons.
However, there are key differences between the studies.
Participants in our study did not know the talkers before,
and all the talkers’ faces in the training phase were static
pictures and appeared at the same frequency. That is, partici-
pants had the same familiarity of all the talkers’ static faces,
and had no prior knowledge of the talkers’ dynamic facial
movements. Walker et al. (1995) defined the familiarity in
terms of participants having had face-to-face interactions with
the talker in daily life, which means that participants were
familiar not only with the talkers’ static faces but also with
the talkers’ dynamic facial movements and voices. As the
authors mentioned, participants were able to use their prior
knowledge of those familiar faces (expectations of what
speech events were likely and of how these events were real-
ized through dynamic facial movements); the incongruence
between the visual and auditory modality was thus easier to
be detected, resulting in less report of McGurk percepts. The
authors also found that when the face and voice were from the
same person, there were no differences in McGurk percepts
between the participants who were familiar with the faces and
the participants who were unfamiliar with them, a pattern re-
cently replicated (Magnotti et al., 2018). It seems that there are
fundamental differences between the value of familiarity and
the value of reward, which merit future systematic studies.

Eye movements suggest how participants gather visual in-
formation from faces in audiovisual speech perception. In the
present study, oral facial movements were the most important
visual information in audiovisual speech perception, evi-
denced by the highest proportions of looking time and number
of fixations on the mouth area than on other areas (see Fig.
4,5,6 and 7) and by the higher proportions of looking at the
mouth IA in the audiovisual speech perception task (i.e., the
test phase) compared with in the face recognition task (i.e., the
training phase), in line with previous studies (e.g., Buchan &
Munbhall, 2012; Gurler et al., 2015; Wilson et al., 2016). One
might predict that if McGurk proportion is increased for
reward-associated faces, participants will look at the mouth

area more often and/or with more time for reward-associated
faces than for non-reward-associated faces. Surprisingly, how-
ever, we observed an opposite pattern in our results:
Participants looked at the mouth area /ess often and with /ess
time for reward-associated faces than for non-reward-
associated faces, but they looked at the nose/cheek area more
often and with more time for reward-associated faces than for
non-reward-associated faces.

One possible explanation for this eye movement pattern is
that different areas of a face would be associated with value to
different extent when the association between face and reward
was learnt. Indeed, participants in the training phase spent the
longest time looking at the nose/cheek area when they were
conducting a face recognition task (i.e., determining the gen-
der), a pattern replicating a previous study (Peterson &
Eckstein, 2012) which demonstrated that the human visual
system optimizes face recognition performance through guid-
ance of eye movements not only toward but just below the eyes
(e.g., nose/cheek area in the present study). Moreover, the cor-
relation analysis revealed that the participants who had more
looking time (and more fixation number) on the nose/cheek
area in the training phase due to reward (i.e., reward condition—
non-reward condition) showed, in the test phase, less looking
time (and less fixation number) on the mouth area but larger
increasing of the McGurk proportion. This pattern is consistent
with a recent study which reported that the benefit of visual
information on audiovisual speech perception can be predicted
by eye movements during a previous face-viewing task
(Rennig, Wegner-Clemens, & Beauchamp, 2018).

It seems strange that participants showed higher McGurk
proportion for the value-associated faces and, at the same
time, showed a counterintuitive eye movement pattern (more
looking time and fixated more often on the extraoral area,
whereas less looking time and fixated less often on the oral
area) for the value-associated faces. The occurrence of this
pattern could be due to two reasons. First, it is possible that
looking at the mouth area is not strictly necessary for the
occurrence of McGurk percept. In other words, in audiovisual
speech perception, participants might be affected by oral facial
movements even when eyes are directed away from the mouth
area. This explains why we did not find a correlation between
the McGurk proportion and measures of eye movements on
the mouth area in the test phase (see also Rennig et al., 2018;
Wilson et al., 2016). In fact, previous studies demonstrated
that the visual information provided by oral facial movements
could be gathered either from the central region at the mouth
or the peripheral region out of the mouth. For example, al-
though the occurrence of McGurk percepts is assumed to be
mainly determined by the visual information from the mouth
area, the instruction to “look at the mouth” did not increase the
McGurk proportion compared with free viewing (Hisanaga
et al., 2016) or compared with the instruction “look at the
eyes” or “look at the hairline” (Paré, Richler, ten Hove, &
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Munhall 2003), suggesting that information about mouth
movements can be obtained from other areas in non-mouth-
looking conditions.

Second, extraoral facial movements may provide useful
visual information apart from the oral facial movements,
which helps to elicit the McGurk effect. Thomas and Jordan
(2004) manipulated the movements of the mouth and other
facial areas independently, and found that the extraoral
movements could promote the identification of audiovisual
speech even when the mouth is kept static or removed from
the face. Jordan and Thomas (2011) further found that the
McGurk effect is observable even when the talker’s face is
occluded horizontally or diagonally (i.e., when the mouth area
is occluded). In the present study, longer looking time and
fixated more often on the extraoral area of reward-associated
faces, compared with non-reward-associated faces, might help
participants process the visual information provided by
extraoral area, resulting in higher McGurk proportion.

To conclude, by associating faces with or without monetary
reward in the training phase, we demonstrated that individuals
could in the subsequent test phase report more McGurk per-
cepts for reward-associated faces, relative to non-reward-
associated faces, indicating that value-associated faces enhance
the influence of visual information on audiovisual speech per-
ception. The signal detection analysis revealed that participants
have lower response criterion and higher sensory discriminabil-
ity for reward-associated faces than for non-reward-associated
faces, indicating that when the talking faces are associated with
value, individuals tend to make more use of visual information
in processing the McGurk stimuli. Surprisingly, we found that
participants in the test phase had more looking time and number
of fixations on the nose/cheek area of reward-associated faces
than non-reward-associated faces; the opposite pattern was
found for the mouth area. The correlation analysis revealed that
the more participants looked at the nose/cheek area in the train-
ing phase due to reward, the more McGurk effect occurred in
the test phase for reward-associated faces. These findings sug-
gest that associating reward with a face may increase the atten-
tional priority of the extraoral area, which contributes to the
audiovisual speech perception.
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