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Abstract

Orientation tuning is a fundamental response property of V1 neurons and has been extensively studied with
single-/multiunit recording and intrinsic signal optical imaging. Long-term 2-photon calcium imaging allows simultaneous
recording of hundreds of neurons at single neuron resolution over an extended time in awake macaques, which may help
elucidate V1 orientation tuning properties in greater detail. We used this new technology to study the microstructures of
orientation functional maps, as well as population tuning properties, in V1 superficial layers of 5 awake macaques. Cellular
orientation maps displayed horizontal and vertical clustering of neurons according to orientation preferences, but not
tuning bandwidths, as well as less frequent pinwheels than previous estimates. The orientation tuning bandwidths were
narrower than previous layer-specific single-unit estimates, suggesting more precise orientation selectivity. Moreover,
neurons tuned to cardinal and oblique orientations did not differ in quantities and bandwidths, likely indicating minimal
V1 representation of the oblique effect. Our experimental design also permitted rough estimates of length tuning. The
results revealed significantly more end-stopped cells at a more superficial 150 μm depth (vs. 300 μm), but unchanged
orientation tuning bandwidth with different length tuning. These results will help construct more precise models of V1
orientation processing.
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Introduction
Since the discovery of V1 neurons’ orientation selectivity
(Hubel and Wiesel 1959, 1962), numerous studies have used
single-/multiunit recording and intrinsic signal optical imaging
(ISOI) to study V1 orientation tuning and functional organi-
zation. Yet many important issues (see below) are not fully
understood, likely partly due to the technical limitations
of these recording methods. For instance, single-/multiunit
recording often under-samples neurons, and ISOI has very low
signal-to-noise ratio and lacks cell-specific information.

In this study, we used long-term 2-photon calcium imaging
to study orientation tuning of V1 superficial-layer neurons of

awake macaques. This technology allows simultaneous record-
ing of hundreds of neurons’ responses at single cell resolution
over an extended time, overcoming some of the limitations of
single-/multiunit recording and ISOI. We were particularly inter-
ested in two major issues. The first was the microstructures of
functional maps of orientation tuning. Early single-unit record-
ings have revealed that V1 neurons are organized in columnar
structures according to their preferred orientations (Hubel and
Wiesel 1962, 1963). Later ISOI studies further suggest that dif-
ferent iso-orientation domains converge at singularity points to
form pinwheels (Bonhoeffer and Grinvald 1991). However, Hubel
and Wiesel (2005) disagreed on ISOI-based pinwheels because
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these pinwheels are not centered on blobs where neurons have
poor orientation tuning, likely an artifact caused by limited spa-
tial resolution of ISOI (Polimeni et al. 2005). A full understanding
of the functional organizations of V1 orientation tuning requires
the knowledge of the microstructures of functional maps with
cellular details. Our 2-photon imaging setup (Li et al. 2017) could
image an 850 × 850-μm2 area, close to the size of a hypercolumn
(Hubel and Wiesel 1977), which might be sufficient to reveal the
microstructures of orientation maps.

The second major issue was the exact orientation tuning
properties of V1 superficial-layer neurons. Superficial-layer
neurons have narrower orientation tuning than those in
middle and deeper layers (Schiller et al. 1976a; Ringach et al.
2002), so they are more likely involved in psychophysical
orientation discrimination near threshold. Two-photon calcium
imaging records large samples of neurons, including those with
smaller cell bodies that are more likely missed by electrodes.
Therefore, we expected to obtain more comprehensive and
less biased results regarding distributions of orientation tuning
bandwidths. With this information, computational models can
more accurately use population coding to predict orientation
discrimination thresholds (Vogels 1990).

In addition, because different stimulus sizes were used to
approximate each neuron’s maximal response in our study, the
length tuning of each neuron and the percentages of neurons
with end-stopping could be roughly estimated. Previous single-
unit recordings indicated more end-stopped cells in superficial
layers (Schiller et al. 1976b; Gilbert 1977). As our recordings were
performed at 150-mm cortical depth, which was in layer 2, and
at 300-mm cortical depth, which was likely on the layer 3 side of
the layers 2 and 3 border (Ikezoe et al. 2013), we felt it tempting
to find out whether the distributions of end-stopped cells at
these 2 cortical depths could be different, which would reveal
laminar-specific changes of end-stopping within superficial
layers.

Materials and Methods
Monkey Preparation

Five macaque monkeys (Monkeys A–E, aged 5–8 years) partic-
ipated in this study. In addition, data from a sixth monkey
(Monkey F) in a separate ongoing study were also used to help
analyze the time course of calcium signals (Fig. 1C bottom
panel). Monkey preparations were identical to what reported
in a previous paper (Guan et al. 2020). Each monkey was
prepared with 2 sequential surgeries under general anesthesia
and strictly sterile conditions. In the first surgery, a 20-mm
diameter craniotomy was performed on the skull over V1.
The dura was opened and multiple tracks of 100–150 nL
AAV1.hSynap.GCaMP5G.WPRE.SV40 (AV-1-PV2478, titer 2.37e13
(GC/mL), Penn Vector Core) were pressure injected at a depth
of ∼350 μm. The dura was then sutured, then the skull cap
was re-attached with 3 titanium lugs and 6 screws, and the
scalp was sewn up. After the surgery, the animal was returned
to the cage, treated with injectable antibiotics (Ceftriaxone
sodium, Youcare Pharmaceutical Group, China) for 1 week.
The second surgery was performed 45 days later. A T-shaped
steel frame was installed for head stabilization, and an optical
window was inserted onto the cortical surface. More details
of the preparation and surgical procedures can be found in Li
et al. (2017). The procedures were approved by the Institutional
Animal Care and Use Committee, Peking University.

Behavioral Task

After a 10-day recovery from the second surgery, monkeys were
seated in a primate chair with head restraint. They were trained
to hold fixation on a small white spot (0.1◦) with eye positions
monitored by an ISCAN ETL-200 infrared eye-tracking system
(ISCAN Inc.) at a 120-Hz sampling rate. During the experiment,
trials with the eye position deviated 1.5◦ or more from the
fixation were discarded as ones with saccades and repeated. For
the remaining trials, the eye positions were mostly concentrated
around the fixation point. The mean and standard deviation of
the eye positions from the fixation point were 0.18◦ and 0.16◦
for Monkey A, 0.37◦ and 0.32◦ for Monkey B, 0.22◦ and 0.12◦
for Monkey C, 0.16◦ and 0.28◦ for Monkey D, and 0.23◦ and
0.20◦ for Monkey E. The eye positions were within 0.5◦ from
the fixation point in 96.5% of trials for Monkey A, 74.4% for
Monkey B, 97.4% for Monkey C, 95.5% for Monkey D, and 92.9% for
Monkey E.

Visual Stimuli

Visual stimuli were generated by the ViSaGe system (Cambridge
Research Systems) and presented on a 21′′ CRT monitor with
a refresh rate of 80 Hz. Monitor resolution was set at 1280
pixel × 960 pixel. Because of the space and monitor screen size
limits, viewing distances varied depending on the stimulus spa-
tial frequency (30 cm at 0.25/0.5/1 cpd, 60 cm at 2 cpd, and 120 cm
at 4/8 cpd).

A drifting square-wave grating (3 cycles/s, full contrast, 4 cpd
spatial frequency, and 0.4◦ diameter in size) was first used
to determine the population receptive field size and location
associated with a recording site (2–4◦ eccentricity), as well as
ocular dominance columns when monocularly presented to
confirm the V1 location. This process was quick with the use of
a 4× objective lens mounted on the 2-photon microscope, which
revealed no cell-specific information.

Cell-specific responses were then measured with a high-
contrast (0.9) Gabor gating (Gaussian-windowed sinusoidal grat-
ing) drifting at 2 cycles/s in opposite directions perpendicular
to the Gabor orientation. The Gabor grating varied at 12 equal-
spaced orientations from 0◦ to 165◦ in 15◦ steps, and 6 spatial
frequencies from 0.25 to 8 cpd in 1 octave steps. In addition,
our pilot measurements suggested very strong surround sup-
pression with larger stimuli. Therefore, we used 3 stimulus sizes
at each spatial frequency, so as to estimate the best responses
of each neuron with the most center summation and least sur-
round suppression. Specifically, the σ of the Gaussian envelop of
the Gabor were 0.64λ and 0.85λ at all SFs, and was additionally
smaller at 0.42λ when SFs were 0.25, 0.5, and 1 cpd, and larger at
1.06λ when SFs were 2, 4, and 8 cpd (λ: wavelength; Gabors with
the same σ in wavelength unit had the same number of cycles).
Here at the smallest σ (0.42λ), the Gabors still had sufficient
number of cycles (frequency bandwidths = 1 octave) (Graham
1989), so that the actual stimulus SFs were precise at nominal
values.

The stimuli at a specific viewing distance were pseudo-
randomly presented. Each stimulus was presented for 1 s,
with an interstimulus interval (ISI) of 1000 ms (Monkeys A
and B) or 1500 ms (Monkeys C–E). As shown in Fig. 1C, at
an ISI of 1000 ms, neural responses to optimal stimulus
conditions were not fully back to the baseline level, which
would affect F0 of the next trial, and thus the accuracy of
orientation bandwidth estimation as discussed later. This issue
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Figure 1. Two-photon calcium imaging and orientation tuning functions. (A) The average 2-photon image over a recording session at Monkey A recording site 1 at

150 μm cortical depth (A1_150). (B) Left: cell bodies extracted from A. Right. Zoomed-in view of the outlined area with 8 example neurons labeled. (C) The time course
of calcium responses. Upper panel: the time courses of 8 example neurons at the preferred orientations and SFs. Lower panel: the red curve is the mean time course
over all 901 orientation and SF tuned neurons at optimal orientation, SF, and size at A1_150, with an ISI of 1000 ms. The blue curve is the mean time course over 1418
neurons, also at the optimal stimulus conditions, from Monkey F in a separate ongoing study with an ISI of 1500 ms. Each dot indicates one frame (8 f/s). After stimulus

onset, the mean response started to saturate at around the 5th–6th frames (625–750 ms). The left shaded bars mark the 4 frames for calculating F0, the baseline
response. The right shaded bars mark the 4 frames for calculating F, the neuronal response. The interstimulus interval was 1000 ms for Monkeys A and B, and 1500 ms
for Monkeys C–E. (D) Orientation responses of 8 example neurons and their Gaussian fittings. In some of these neurons, the responses at orientations orthogonal to
the peak orientation were substantially higher than zero. These were likely real effects because the responses of the same neurons to nonoptimal spatial frequencies

were near zero (to be presented in a separate paper). Neurons showing high-than-spontaneous activities at orthogonal orientations were also observed in a single-unit
recording study (Ringach et al. 2002). R2 indicates the goodness-of-fit. BW indicates the orientation tuning bandwidth (half width at half height between the peak and
minimal responses). Error bars represent ±1 SEM.
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was minimized when the ISI was extended to 1500 ms (see data
from Monkey F in Fig. 1C lower panel). Each stimulus condition
was repeated 10 times for Monkeys A and B, and 12 times
for Monkeys C–E, with half trials for each opposite direction.
Imaging of all orientations and spatial frequencies at a specific
recording site and depth was completed in 1 session that lasted
3–4 h.

Two-Photon Imaging

Two-photon imaging was performed with a Prairie Ultima
IV (In Vivo) 2-photon microscope (Prairie Technologies) and
a Ti:sapphire laser (Mai Tai eHP, Spectra Physics). One or
two windows of 850 × 850 μm2 were selected in each animal
and imaged using 1000-nm femtosecond laser under a 16×
objective lens (0.8 N.A., Nikon) at a resolution of 1.6 μm/pixel.
Fast resonant scanning mode (32 fps) was chosen to obtain
continuous images of neuronal activity (8 fps after averaging
every 4 frames). Recordings at 2 depths for the same site
were completed in 2 consecutive days. On the first day,
recordings were performed at 150 μm, and some neurons with
high brightness or unique dendrite patterns were selected
as landmarks. On the second day, the same field of view
(FOV) at 150 μm was first located with the help of landmark
neurons. Then, the depth plane was lowered to 300 μm for new
recordings. This procedure was not strictly followed somehow
for recordings at A2, so that the two FOVs were misaligned
(Supplementary Fig. 1A).

Imaging Data Analysis: Initial Screening of ROIs

Data were analyzed with customized MATLAB codes. A normal-
ized cross-correlation-based translation algorithm was used to
reduce motion artifacts (Li et al. 2017). Specifically, a template
image was first generated by averaging 1000 successive frames
in 1 imaging session. Two-photon images of 1 cortical area across
days were then corrected and aligned using the template image.
After the correction, fluorescence changes were associated with
corresponding visual stimuli through the time sequence infor-
mation recorded by Neural Signal Processor (Cerebus system,
Blackrock Microsystem). By subtracting the mean of the 4 frames
before stimuli onset (F0) from the average of the sixth–ninth
frames after stimuli onset (F) across 5 or 6 repeated trials for the
same stimulus condition (same orientation, spatial frequency,
size, and drifting direction), the differential image (ΔF = F − F0)
was obtained (Fig. 1A).

The regions of interest (ROIs) or possible neurons were
decided through sequential analysis of 216 differential images in
the order of SF (6), size (3), and orientation (12) (6 × 3 × 12 = 216).
The first differential image was filtered with a band-pass
Gaussian filter (size = 2–10 pixels), and connected subsets
of pixels (>25 pixels, which would exclude smaller vertical
neuropils) with average pixel value >3 standard deviations of the
mean brightness were selected as ROIs. Then, the areas of these
ROIs were set to mean brightness in the next differential image
before the bandpass filtering and thresholding were performed
(This measure would eventually reduce the SDs of differential
images and facilitate detection of neurons with relatively low
fluorescence responses.) If a new ROI and an existing ROI from
the previous differential image overlapped, the new ROI would
be on its own if the overlapping area OA < 1/4 ROInew, discarded if
1/4 ROInew < OA < 3/4 ROInew, and merged with the existing ROI if
OA > 3/4 ROInew. The merges would help smooth the contours of

the final ROIs. This process went on through all 216 differential
images twice to select ROIs. Finally, the roundness for each ROI
was calculated as:

Roundness =
√

4π × A
P

where A was the ROI’s area and P was the perimeter. Only ROIs
with roundness larger than 0.9, which would exclude horizontal
neuropils, were selected as neurons for further analysis (Fig. 1B).

Imaging Data Analysis: Orientation-Tuned Neurons

The ratio of fluorescence change (ΔF/F0) was calculated as a
neuron’s response to a specific stimulus condition. For a specific
cell’s response to a specific stimulus condition, the F0n of the n-
th trial was the average of 4 frames before stimulus onset, and
Fn was the average of fifth-eighth or sixth-ninth frames after
stimulus onset, whichever was greater (Fig. 1C). F0n was then
averaged across 10 or 12 trials to obtain the baseline F0 for all
trials (for the purpose of reducing noises in the calculations of
responses), and �Fn/F0 = (Fn − F0)/F0 was taken as the neuron’s
response to this stimulus at this trial. A small portion (∼3%) of
the neurons showed direction selectivity as their responses to
2 opposite directions differed significantly (P < 0.05, Friedman
test). For those neurons, the 5–6 trials at the preferred direction
were considered for calculations of �Fn/F0 as the cell’s responses
to a particular stimulus. F0 was still averaged over 10–12 trials at
2 opposite directions.

Several steps were then taken to decide whether a neuron
was tuned to orientation. First, the spatial frequency, orienta-
tion, and size producing the maximal response among all con-
ditions were selected. Then responses to other 11 orientations
were decided at the selected spatial frequency and size. Second,
to select orientation tuned neurons, a non-parametric Friedman
test was performed to test whether a neuron’s responses at
12 orientations were significantly different from each other. To
reduce type-I errors, the significance level was set at α = 0.01.
Third, for those showing significant difference, the orientation
tuning function of each neuron was fitted with a Gaussian
model:

R (θ) = a12
−

(
θ−θ0

σ

)2

+ b

where R(θ ) was the response at orientation θ , free parameters
a1, θ0, σ , and b were the amplitude, peak orientation, standard
deviation of the Gaussian function, and minimal response of
the neuron, respectively. Only neurons with the goodness of
fit R2 > 0.5 were finally selected as orientation-tuned neurons
(Fig. 1D). The amplitude parameter a1 was positive in all
selected orientation neurons. In addition, we found that about
11% of neurons after Step 2 had 2 peaks in their orientation
tuning functions as estimated in Monkey E, using a fitting
model of Amirikian and Georgopoulos (2000), which matched
the estimate (also 11% of V1 neurons) by David et al. (2006).
These dual-peak neurons were not considered in further data
analysis. Similar steps were also taken with a difference-
of Gaussian model to decide whether a neuron is selective
to spatial frequency, which will be detailed in a separate
paper.
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Imaging Data Analysis: Pinwheels
To search pinwheels in an orientation map, the corresponding
gradient map was calculated to show the local diversity of neu-
ronal orientation preferences (Fig. 3). A discrete gradient map
was first generated, in which each single neuron was pseudocol-
ored by its gradient value. To calculate a target neuron’s gradient
value, neurons within 30 μm of the target were first selected. The
difference of orientation preferences between each pair of the
target neuron and one selected neuron was calculated, and then
divided by the cortical distance of two neurons. The outcomes of
all neuron pairs were averaged as the orientation gradient value
of the target neuron. The gradient values of all neurons formed
a discrete orientation gradient map, which was transformed to
a continuous orientation gradient map with Gaussian filtering
(sigma = 15 pixels). Then, the orientation gradient map was
contour plotted (each contour contained dots having the same
gradient values), and the same roundness equation used earlier
for neuron selection was used to calculate the roundness of each
contour:

Roundness =
√

4π × A
P

This time A was the inner area of each contour and P was its
perimeter. Since higher roundness indicated more pinwheel-like
structures, a pinwheel was determined if 3 continuous concen-
tric inner contours had Rs ≥ 0.9 in the orientation gradient map.
In addition, to avoid artifacts caused by Gaussian smoothing,
only those with the third inner contour containing 50 neurons
were counted as pinwheels, with one exception (C1 in Fig. 3A),
which contained 49 neurons.

Results
We recorded orientation and SF responses in V1 superficial lay-
ers at 2–4◦ eccentricities in 5 awake macaques. Imaging process-
ing and data analysis identified 17 280 ROIs or possible neurons.
Among them, 14 791 were tuned to orientation and/or spatial
frequency. Specifically, 12 468 (84.7%) were tuned to orientation,
10 205 (69.3%) to SF, and 7954 (54.0%) to both. The SF tuning
results will be reported in a separate paper because of their
volume and complexity.

Orientation Functional Maps

Most neurons in orientation maps were clustered according to
their preferred orientations (Fig. 2A). The distributions of ori-
entation clusters appeared similar at 150 μm (Fig. 2A upper)
and 300 μm (Fig. 2A lower) cortical depths, suggesting columnar
structures. In maps A1, B, C1, and E where orientations were
represented continuously in a full cycle (180◦) or more, the orien-
tation columns were arranged in parallel or crescent formations,
and varied systematically. In A1 from the bottom up, and 30–
40◦ right from vertical, the preferred orientation changed from
orange/yellow–green (20◦–60◦) to orange/yellow–green (20◦–60◦)
and then to purple (140◦–160◦), completing nearly 2 full cycles.
In B, the preferred orientation changed from the bottom up in
a crescent fashion, and in C1 and E from top-left to bottom-
right in approximately a parallel fashion, to complete 1 full cycle.
In A2 and D where some orientations were disproportionally
represented, or in C2 where the orientation columns were less
clear-cut, the preferred orientations also changed smoothly to
neighboring ones.

To characterize the functional organizations of orientation
tuning quantitatively, we calculated the differences of preferred
orientations (DPOs) and tuning bandwidths (DBWs) between
neuron pairs as a function of their absolute cortical distance.
Fig. 2B shows the within-map pairwise DPOs, as well as simu-
lated baselines with neuron positions shuffled (upper panel).
The DPO functions intersected with the baselines at a cortical
distance of mostly around 200–300 μm, which was the approxi-
mate width limit of orientation clusters. The strength of orienta-
tion clustering as a function of cortical distance was calculated
as the inverse of the DPOmean/DPObaseline (lower panel), and the
value within the first 50 μm of cortical distance was taken as the
clustering index (CI >1 when neurons were clustered). Here, CI
ranged from 2.53 to 5.19 (median = 3.57) over 7 recording sites,
indicating horizontal neural clustering. Fig. 2C shows the func-
tions of pairwise DPOs between 2 depths (upper panel) and the
corresponding CIs (lower panel). Each pair included one neuron
from 150 μm and the other from 300 μm depth. Again, the DPO
functions intersected with the baselines at a cortical distance of
about 200–300 μm. CI ranged from 2.52 to 3.93 (median = 3.34),
indicating significant columnar structures (A2 excluded from
analysis due to misaligned maps; Fig. 2C). The vertical clustering
index was only 10% weaker than the horizontal clustering index
(CIV/CIH = 89.5%; t5 = 2.74, P = 0.041, 2-tailed paired t-test; A2
excluded from analysis). However, horizontal clustering of ori-
entation tuning bandwidth was nearly absent. The range of CI
for bandwidth clustering (the inverse of DBWmean/DBWbaseline)
was from 1.02 to 1.24, with a median of 1.13 (Fig. 3C).

Pinwheels

To determine the pinwheels, orientation maps of two depths
at the same site were summed (A2 excluded due to mis-
alignment) to facilitate pinwheel detection (Ohki et al. 2006).
Orientation gradient maps (Fig. 3A) were then calculated for
all summed orientation maps, respectively (see Materials and
Methods). A pinwheel was determined if its 3 inner contours’
roundness values ≥0.9, and the third most inner contour
enclosed 50 or more neurons (C1 was an exception with
49 neurons). Only 1 pinwheel was detected in each map of
A1, B, C1, and E, and none in C2, for a total of 5 pinwheels
in 6 summed maps. This estimate of 0–1 pinwheels in a
summed map was less than 2–3 pinwheels in similar-sized
surface areas reported in previous ISOI (Lu and Roe 2008)
and 2-photon imaging studies (Nauhaus et al. 2012, 2016)
when maps were constructed with pixel-based orientation
preferences. Furthermore, among the 5 pinwheels, only the 1
in Monkey D was detectable separately at each depth when
only the roundness threshold was applied (Fig. 3B). The other
4 could not be detected separately at each depth because the
roundness was less than the further lowered threshold R = 0.8.
This difficulty of detecting pinwheels at a single depth was
consistent with Ohki et al. (2006) that pinwheels may more
likely reflect the organization of neurons summed over multiple
depths.

There have been conflicting reports on whether orientation
tuning bandwidths are wider in pinwheel neurons than in iso-
domain neurons (Schummers et al. 2002; Nauhaus et al. 2008).
We compared the orientation tuning bandwidths of neurons
inside the third contour of the pinwheels in the orientation
gradient maps (pinwheel neurons) and inside an annular area
around the pinwheel center with the inner r = 180 μm and outer
r = 220 μm (iso-domain neurons; those with the gradient >0.5
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6 Cerebral Cortex, 2020, Vol. 00, No. 00

Figure 2. Orientation functional organizations. (A) Cellular orientation maps at 150 μm (upper) and 300 μm (lower) cortical depths. Recordings were performed at 2
sites in each of Monkeys A and B, and one site in each of Monkeys C–E (A2 and C2 orientation maps are represented in Supplementary Fig. 1). (B). Orientation clustering
within the same maps. Upper: median within-map pairwise difference of preferred orientation (DPO) as a function of the absolute cortical distance. Each datum

indicates the median pairwise DPO within a 50 μm bin up to the dot’s corresponding cortical distance on the x-axis. Each corresponding horizontal line represents
the baseline simulated with neurons shuffled in position. Lower: clustering strength. (C) Orientation columns across 2 depths. Upper: median across-depth pairwise
DPO as a function of the absolute cortical distance. Every pair comprised one neuron from 150 μm and the other from 300 μm depth. Lower: clustering strength.
(D) Orientation tuning bandwidth clustering within the same maps. Upper: median pairwise difference of orientation tuning bandwidth (DBW) as a function of the

absolute cortical distance. Each datum indicates the median pairwise difference within a 50-μm bin up to the corresponding cortical distance on the x-axis. Each
corresponding horizontal line represents the baseline simulated with the neurons shuffled in position. Lower: clustering strength. Error bars represent ±1 SEM.

were excluded). The results showed no significant difference of
bandwidths between 2 groups of neurons (t4 = 1.145, P = 0.32,
2-tailed paired t-test; Fig. 3C). The median bandwidth was
wider with pinwheel neurons than with iso-domain neurons
in Monkey D only, and was similar or narrower in other maps.

Orientation Tuning Properties

The sharpness of neuronal orientation tuning is indicated
by the tuning bandwidth. V1 superficial-layer neurons are
known to have narrower tuning bandwidths than those in
middle and deep layers (Schiller et al. 1976a; Ringach et al.
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Figure 3. Pinwheels. (A) Orientation gradient maps for estimating pinwheels on the basis of summed maps over 2 recording depths (A2 excluded due to misalignment).

Identified pinwheels are labeled with pinwheel metrics value for each contour. (B) The only pinwheel that could be detected at both cortical depths when only
the roundness threshold was applied. (C) A comparison of median orientation bandwidths between pinwheel neurons and iso-domain neurons associated with 5
pinwheels.

2002), but the exact distributions of tuning bandwidth requires
data from large samples of neurons. Fig. 4A shows that the
medians of bandwidth (half width at half-height) distributions
ranged from 13.5◦ to 31.1◦ (median = 18.5◦, Fig. 4B). The median
bandwidth was substantially narrower than the layer-specific
estimate around 28◦ at comparable half-width at half-height
(Ringach et al. 2002), but was closer to the estimate around

a median of 22◦ for parafoveal neurons by De Valois et al.
(1982) (The originally reported bandwidth by Ringach et al.
was approximately 20◦ at 70% height, which was equivalent
to sqrt(log(0.5)/log(0.7))∗20 = 28◦ at half-height). However, we
suspect that the shorter 1000-ms ISI in stimulus presentation
might have partially contributed to the wider tuning bandwidths
in Monkeys A and B, so that the actually bandwidth was closer to
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8 Cerebral Cortex, 2020, Vol. 00, No. 00

Figure 4. Orientation tuning properties in V1 superficial layers. (A) The percentage distributions of neurons as a function of orientation tuning bandwidth at 150 and
300 μm, respectively. (B) Median orientation tuning bandwidths at 300 vs. 150 μm for each recording site. (C) The percentage distributions of neurons as a function of
circular variance at 150 and 300 μm, respectively. (D) Median circular variances at 300 vs. 150 μm for each recording site.

the estimates from the other 3 monkeys with an ISI of 1500 ms
(e.g., median = 15.1◦), which will be discussed later. The grand
median bandwidth of all neurons at 150 μm was 19.0◦, narrower
than 20.9◦ at 300 μm. This difference was mainly contributed by
A1 and B (Fig. 4B), and thus might not be a general effect.

In an earlier 2-photon imaging study using anesthetized
monkeys, Ikezoe et al. (2013) reported that the median circular
variance of V1 neurons, which is a global index of the shape
of orientation tuning functions in contrast to local orientation
selectivity measured by orientation bandwidth (Ringach et al.
2002), was 0.78 when all neurons were considered. We found
a similar median circular variance (0.72) that did not differ
significantly at 150 and 300 μm cortical depths (t6 = 0.68, P = 0.52,
2-tailed paired t-test) (Fig. 4C,D). These CV ranges were larger
(or weaker orientation tuning) than those (median < 0.5) from
single-unit recordings of superficial layer neurons in macaques
(Ringach et al. 2002). Therefore, 2-photon calcium imaging
appeared to reveal narrower orientation tuning bandwidths,
but larger circular variances, than single-unit recordings.

Orientation Anisotropies

Humans are more sensitive to cardinal (horizontal/vertical)
than to oblique orientations (Campbell and Kulikowski 1966).

Whether and how this oblique effect is represented in V1
has been a topic of debate (Hubel and Wiesel 1968; De Valois
et al. 1982; Li et al. 2003; Freeman et al. 2011; Alink et al. 2013;
Shen et al. 2014). A repeated-measures ANOVA indicated that
the percentages of neurons preferring different orientations,
including the cardinal and oblique orientations, were similar
across orientations (F11,66 = 0.61, P = 0.812) and between depths
(F1,6 = 0.00, P = 1.000) (Fig. 5A). So were the orientation tuning
bandwidths across orientations (F11,66 = 0.73, P = 0.704) and
between depths (F1,6 = 2.32, P = 0.178) (Fig. 5B). Therefore,
our results do not support V1 representations of the oblique
effect.

Humans are also more sensitive to radial than to tangen-
tial orientations relative to the fovea (Westheimer 2003). Our
results showed that, on average, more neurons preferred the
radial orientation to tangential orientation at 300 μm, but not
at 150 μm (Fig. 5C). A repeated-measures ANOVA that indicated
a significant main effect of orientation (F11,66 = 2.42, P = 0.013)
and a significant interaction between orientation and depth
(F11,66 = 4.11, P < 0.001) (Fig. 5C), while the main effect of depth
was insignificant (F1,6 = 0.00, P = 1.000). A contrast analysis
showed a significant difference between the radial and tangen-
tial orientations (indicated by R and T in x-axes, each including
a ±7.5◦ orientation range, t66 = 2.90, P = 0.007), suggesting a
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Figure 5. Oblique effect and radial-tangential anisotropy. (A,B) Oblique effects. Distributions of percentage (A) and tuning bandwidth (B) against preferred orientations.
(C, D). Radial-tangential anisotropy. Distributions of percentage (C) and tuning bandwidth (D) against preferred orientations along the radial-tangential continuum. In
all subfigures, each datum in the left 2 panels (150 and 300 μm) indicates the median of a bin ranging ±7.5◦ of the preferred orientation on the x-axis. The means are

the averages of medians of individual maps. Error bars represent ±1 SEM.
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radial-tangential anisotropy. Meanwhile, there were no signif-
icant main effects of orientation (F11,66 = 1.32, P = 0.232) and
depth (F1,6 = 2.25, P = 0.184) for orientation tuning bandwidths
(Fig. 5D). The radial-tangential difference of percentage distribu-
tions of neurons may be taken with caution, as large variations
existed among the maps. For example, maps of D and E at both
depths displayed substantially higher percentages of neurons
around 30◦–70◦ along the radial-tangential continuum.

End-stopping

Among all orientation-tuned neurons, 57.0% exhibited signif-
icant differences of responses at 3 stimulus sizes (Friedman
test) at the optimal orientations. We categorized those showing
maximal responses at small and intermediate sizes as end-
stopped neurons, and those at the large size as end-free neu-
rons. This was a rough approximation since the “end-free” neu-
rons were likely mixed with end-stopped neurons tuned to the
large stimulus size or even larger sizes. Responses of 22.3%
neurons maximized at the small size at 150 μm, higher than
15.5% neurons at deeper 300 μm, while similar percentages of
neurons (15.8% at 150 μm and 13.9% at 300 μm) maximized
at the intermediate size (Fig. 6A). A repeated-measures ANOVA
indicated a significant main effect of stimulus size (F1,6 = 18.16,
P = 0.005), and a significant interaction between stimulus size
and depth (F1,6 = 7.38, P = 0.035). Together, 38.8% neurons were
end-stopped at 150 μm, in comparison with 29.5% at 300 μm.
However, regardless of being end-stopped or not, there was no
significant main effects of stimulus size (F2,12 = 2.21, P = 0.153)
and cortical depth (F1,6 = 1.66, P = 0.245) for orientation tuning
bandwidth (Fig. 6B).

Some early reports indicated that in cat area 17 the oblique
effect was limited to 1 type (S type) of end-free simple cells
(Orban and Kennedy 1981; Orban et al. 1984). The slow calcium
responses made it impossible to track the phase effects of a
drifting grating, so we were not able to separate simple and
complex cells. Here, we only compared the oblique effects with
end-stopped and end-free cells (Fig. 6C). For each recording site,
neurons were pooled over 2 recording depths. A mixed-design
ANOVA indicated no significant differences of the percentages
of neurons preferring different orientations, including the car-
dinal and oblique orientations, (F11,132 = 0.997, P = 0.453), and
between end-stopped and end-free cells (F1,12 = 0.00, P = 0.997).”

Discussion
In this study, we investigated orientation tuning in superficial-
layer neurons of macaque V1. The orientation maps confirmed
horizontal and vertical clustering of orientation preferences, but
revealed no clustering of tuning bandwidths and less frequent
pinwheels. The orientation tuning bandwidths were narrower
than previous estimates, and there was no evidence for a sig-
nificant V1 representation of the oblique effect. In addition,
there appeared to be more end-stopped neurons, especially
those tuned to shorter lengths, at more superficial cortical depth
within the superficial layers.

Previously, we have shown that monkey 2-photon calcium
imaging produces consistent data, in that neurons’ preferred
orientations measured with drifting gratings were still highly
correlated (r = 0.87) when the test and retest were separated
by 4 months (Ju et al. 2018). Here, the confirmation of iso-
orientation clusters suggests that 2-photon calcium imaging is
a reliable tool to study neural functions in the visual cortex

of awake monkeys, which would help validate future findings
using the same method. Moreover, some discrepancies in the
distribution of orientation tuning bandwidth and the oblique
effect, which are known to be susceptible to neural under-
sampling and sampling biases, may be demonstrations of the
powerfulness of this new technology.

Our cellular orientation maps pooled over 2 cortical depths
revealed 0–1 pinwheels in an area of approximately 1 hypercol-
umn. A previous 2-photon imaging study on anesthetized mon-
keys, which had small imaging areas (maximal 279 × 279 μm)
about one-ninth of ours, revealed no pinwheels (Ikezoe et al.
2013). In contrast, about 2–3 pinwheels have been shown in
areas of pixel-based orientation maps similar to ours, obtained
with either ISOI or 2-photon imaging (Lu and Roe 2008; Nauhaus
et al. 2012; Nauhaus et al. 2016). The exact pinwheel frequency
may be difficult to decide due to technical limitations of all
methods. In our study, viral expression would label less neurons
than OGB injection as in Nauhaus et al. (2012) and Nauhaus
et al. (2016). Although the summed maps contained 1600–2100
neurons in each 850 × 850-μm2 area, more complete labeling of
neurons, or more neurons summed from more than 2 depths,
could potentially reveal more pinwheels. In addition, blood ves-
sels might have also masked potential pinwheels. On the other
hand, the frequencies of pinwheels observed in ISOI studies
(Bonhoeffer and Grinvald 1991; Lu and Roe 2008) are affected by
image processing that could produce false pinwheels (Polimeni
et al. 2005). In addition, in Nauhaus et al. (2012) and Nauhaus
et al. (2016), the frequencies of pinwheels in similar-sized areas
(800 × 800 μm2) are only available in pixel-based maps (cellular
details are available in 200 × 200 μm2 areas only), which could
also be affected by image processing.

Previous evidence has shown that V1 superficial-layer neu-
rons have narrower orientation tuning than those in middle and
deep layers, with a median bandwidth of about 20◦ at half-width
and 70% height (Ringach et al. 2002), which would be approxi-
mately 28◦ at 50% height (also see Schiller et al. 1976b). Narrower
bandwidths of parafoveal neurons (22–23◦ at half width and
half height) were also reported by De Valois et al. (1982) and
David et al. (2006). Our 2-photon results revealed overall nar-
rower tuning bandwidths (median = 18.5◦) at half width and half
height. Moreover, wider tuning bandwidths in Monkeys A and B
(17.5◦–31.1◦, median = 26.0◦) might be at least partially related to
the shorter 1000-ms ISI as the bandwidths in other 3 monkeys,
which were tested with 1500-ms ISI, were narrower (13.5◦–21.7◦,
median = 15.1◦). As shown in Fig. 1C, an ISI of 1000 ms increased
the chance that a new trial started before complete decay of
the calcium signal from the previous trial, which would make
responses to different orientations more similar and increase
the bandwidth artificially. This problem was minimized when
the calcium signals were fully back to the baseline level with an
ISI of 1500 ms. Therefore, overall the actual orientation band-
width could be more like those estimated with 1500 ms ISIs
and substantially narrower than previous results. It is likely
that more narrowly tuned neurons had been under-sampled by
electrodes in previous studies. Nevertheless, our new estimates
suggest that V1 orientation processing is likely more precise
than previously assumed. Therefore, a smaller number of neu-
rons are required to produce fine orientation thresholds through
population coding (Vogels 1990).

Single-unit evidence for V1 representation of the oblique
effect has been mixed. Hubel and Wiesel (1968) failed to observe
the oblique effect in V1 neuron distributions, and De Valois
et al. (1982) only found the effect in foveal neurons within 1◦
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Figure 6. End-stopping in V1 superficial-layer neurons. (A) Percentages of neurons that are end-stopped at 150 μm (solid lines) and 300 μm (dashed lines). (B) Orientation
tuning bandwidths as a function of length tuning at 2 cortical depths. (C) A comparison of the oblique effect in end-stopped and end-free neurons. Each datum in the
left 2 panels (end-stopped and end-free) indicates the median of a bin ranging ±7.5◦ of the preferred orientation on the x-axis. The means in the right panel are the
averages of medians of individual maps for end-stopped and end-free cells, respectively. Error bars represent ±1 SEM.

eccentricity, even if the oblique effect can be measured psy-
chophysically in peripheral locations up to 10◦ eccentricity (Van-
denbussche et al. 1986). A meta-analysis reveals that more sim-
ple cells are tuned to the horizontal orientation with narrower
tuning bandwidths in the cat striate cortex, but the analysis

fails to suggest an over-representation of the vertical orientation
(Li et al. 2003). Considering that superficial-layer neurons have
the best orientation tuning (Schiller et al. 1976a; Ringach et al.
2002) and are thus mostly likely responsible for fine orientation
discrimination, our results, showing no difference of neuron
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quantities and bandwidths among preferred orientations, do not
support V1 representations of the oblique effect. Because the
oblique effect is observable with orientations defined by non-V1
stimuli like a pair of dots, it could occur beyond V1 (Westheimer
2003). This possibility is echoed by a more recent single-unit
report that the oblique effect is represented in macaque V2, but
not V1 (Shen et al. 2014). Moreover, orientation bias could be
shaped by experience with non-uniform natural image statis-
tics, as demonstrated through training of a convolutional neural
network (Henderson and Serences 2020). As a result, the oblique
effect does not necessarily require biases in the distribution of
neuronal orientation preference or tuning bandwidth. Rather,
biased feature attention and decision-making that match the
natural image statistics could also lead to differences in orien-
tation thresholds between cardinal and oblique orientations.

End-stopped cells are more prevalent in V1 superficial-layers
(Schiller et al. 1976b; Gilbert 1977). Our results showed that
within the superficial-layers, more end-stopped cells, which
were mainly those tuned to the short stimuli, were present at
a more superficial depth (150 vs. 300 μm) (Fig. 6). It is likely that
end-stopping as an emergent response property of V1 becomes
finer-tuned to stimulus length as neurons become more down-
stream within the superficial layers. Nevertheless, the current
estimates are very coarse as only 3 stimulus sizes were used.
We plan to perform more detailed recordings of length tuning,
as well as curvature responses, in a new study.

Supplementary Material
Supplementary material can be found at Cerebral Cortex online.
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