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Abstract

In recent years, Out-of-Distribution (0.0.d) Robustness
has garnered increasing attention in Deep Learning, and
shape-biased Convolutional Neural Networks (CNNs) are
believed to exhibit higher robustness, attributed to the in-
herent shape-based decision rule of human cognition. In
this work, we delve deeper into the intricate relationship
between shape/texture information and o.0.d robustness by
leveraging a carefully curated “Category-Balanced Ima-
geNet” dataset. We find that shape information is not
always superior in distinguishing distinct categories and
shape-biased model is not always superior across various
o0.0.d scenarios. Motivated by these insightful findings, we
design a novel method named Shape-Texture Adaptive Re-
combination (STAR) to achieve higher o.0.d robustness. A
category-balanced dataset is firstly used to pretrain a de-
biased backbone and three specialized heads, each adept
at robustly extracting shape, texture, and debiased features.
Subsequently, an instance-adaptive recombination head is
trained to adaptively adjust the contributions of these dis-
tinctive features for each given instance. Through compre-
hensive experiments, our proposed method achieves state-
of-the-art o0.0.d robustness across various scenarios such
as image corruptions, adversarial attacks, style shifts, and
dataset shifts, demonstrating its effectiveness.

1. Introduction

Convolutional Neural Networks perform quite well in
the seen scenarios, while degrade significantly in 0.0.d sce-
narios. One plausible explanation is that CNNs learn short-
cut decision rules based on training data statistics rather
than capturing intrinsic true decision rules [19], and there-
fore fail to deal with distribution shifts in the open world.
To improve CNNs’ performance in unseen scenarios, re-
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searchers have focused on enhancing their 0.0.d robustness.

Mimicking the human visual system, which exhibits
high robustness, is a promising direction to overcome this
limitation [5, 6]. Previous studies have discovered an un-
intuitive phenomenon known as texture bias: in ImageNet
classification task, CNNs use local texture as the prelim-
inary cue, while humans extract global shape information
[20]. Motivated by this observation, researchers further an-
alyzed the texture bias phenomenon [27,40] and reduced
the texture bias to improve model robustness [2, 19,41, 54].
A consensus has formed that shape-biased models exhibit
high robustness [1, 11,20,37,41,49,54], which also means
that shape information remains the most discriminative cue
when test distribution shifts.

These works merely demonstrate the superiority of
shape-biased models on public 0.0.d benchmarks in gen-
eral cases. To deeply investigate the intriguing relationship
between shape/texture information and 0.0.d robustness, in
this work, we carefully establish Category-Balanced Im-
ageNet dataset to conduct comprehensive control experi-
ments. Unexpectedly, we find that the shape information
is not always most discriminative in distinguishing differ-
ent categories and the shape-biased model is not always su-
perior across different 0.0.d scenarios, for example shape
information is much less discriminative for distinguishing
animals than artifacts in both i.i.d and 0.0.d cases; texture-
biased models outperform shape-biased models in corrup-
tion 0.0.d scenarios such as elastic transformation and mul-
tiple blurs types where shape information is not a stable cue.

These observations inspire us to develop more robust
CNNs for universal 0.0.d scenarios. We design a method
called Shape-Texture Adaptive Recombination (STAR) to
enhance 0.0.d robustness by adaptively adjusting the con-
tributions of shape, texture and debiased features for each
given instance. Specifically, a category-balanced training
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dataset is firstly used to pretrain a debiased backbone and
three specialized heads to pull shape, texture and debi-
ased features out respectively. Subsequently, an instance-
adaptive recombination head is trained to adaptively adjust
the contributions of these distinctive features according to
the specific scenario/characteristics of each instance. Ben-
efitting from this adaptive contribution of shape and tex-
ture features, our proposed method achieves state-of-the-art
0.0.d robustness across various scenarios such as image cor-
ruptions, adversarial attacks, style shifts and dataset shifts
on ImageNet-C [24], ImageNet-é [35], CIFAR10-C [24],
FGSM attacked [21], ImageNet-R [23], ImageNet-sketch
[47], Office-Home [460] and ImageNet-V2 datasets [39] over
other popular data augmentation methods.

In summary, our main contributions lie in three folds: 1)
We find that the shape feature is not always superior in dis-
tinguishing different categories (i.e. animals) and the shape-
biased model is not always superior to all 0.0.d scenarios
(i.e. elastic transformation and blurs). 2) Based on these
observations, we design a method named Shape-Texture
Adaptive Recombination (STAR) to adaptively adjust the
contributions of shape, texture and debiased features across
different instances. 3) STAR exhibits superior performance
across various 0.0.d scenarios including image corruption,
adversarial attacks, style shifts and dataset shifts.

2. Related work

The decision rule that CNNs employ for object clas-
sification has been a debated topic for a long time. Ac-
cording to the shape hypothesis, CNNs combine low-level
features to complex shapes during the forward propaga-
tion [2,31,32,40]. However, as conflicting evidence has
accumulated, local texture information seems to be a more
important factor for object classification than global shape
information [3,8, 17, 18].

Geirhos et al. were the first to formally investigate
CNNs’ texture bias problem [20], and consolidated the
prevalence of texture hypothesis by demonstrating humans
have biases toward shape while CNNs have biases toward
texture through psychophysical and computational experi-
ments on cue-conflicting images (such as a cat shape with
elephant texture, generated by style transfer). They then
trained a shape-biased model which was found to have
higher robustness and better transfer learning ability.

Following Geirhos et al., researchers started to inves-
tigate various methods to reduce texture bias, achieving
impressive success in multiple research fields. Zhang et
al. used style transfer to replace the texture information
of training images with artworks and discovered improve-
ments in domain generalization [54]. Li et al. employed
cue-conflicting dataset to train shape-texture debiased mod-
els. They assigned image label by weighted summing its
one-hot shape label and texture label [33] (similar to Mixup

augmentation [50]), improving model performance on sev-
eral image recognition benchmarks and adversarial robust-
ness. Data-related methods are not the only way to re-
duce texture bias. Shi et al. discriminated texture from
shape based on local self-information, and decorrelate the
model output from the local texture using a dropout-like al-
gorithm [41]. This method improves model performance on
image corruption and adversarial perturbation.

There are also works analyzing the texture bias phe-
nomenon. Hermann et al. investigated the origin and preva-
lence of texture bias in CNNs, and found that multiple fac-
tors, such as training objectives and architectures, affect the
level of texture bias, while data augmentation has the largest
effect [27]. More recently, Li ef al. advocated the impor-
tance of extracting rich features for both shape and tex-
ture [33]. The idea of using both shape and texture-biased
branches is also adopted by [12,53].

Although the robustness of shape-biased models is well-
recognized and analyzed in general by previous works,
there are works challenging this notion. Mummadi et al.
[36] investigated a specific method to generate shape-biased
models through style transfer, and attributed its high ro-
bustness to stylization rather than shape bias. However,
whether shape information is inherently robust for specific
categories and specific 0.0.d scenarios still remains an un-
explored area.

3. Intriguing relationship between shape/ tex-
ture information and o.0.d robustness

Similar shape information Similar texture information

Figure 1. Daily observations supporting that shape information is
not always the primary cue to define a category. (a) Using shape
information alone cannot distinguish between zebra and horse. (b)
Texture is the invariant information for cats. (c) Shape is the in-
variant information for cups. (d) Using texture information alone
cannot distinguish between table and chair.

Previous research on CNNs’ texture bias led to a com-
monly held belief: CNNs tend to be texture-biased, and in-
creasing shape bias can improve model robustness [, 10,11,

,206,27,29,37,41,45,47,49,52,54]. This belief holds true
in general cases according to the verification on commonly
used dataset like ImageNet [14] and CIFAR10 [30]. To fur-
ther explore the relationship between shape/texture infor-
mation and o.0.d robustness in specific cases, we investi-
gate two questions to provide supplementary viewpoints.
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Questions 1. Shape information is more robust, imply-
ing that shape information is more discriminative for o.0.d
data. This motivates us to ask a fundamental question: Is
shape or texture information inherently more discriminative
for differentiating between categories? To answer this ques-
tion, we focus on the two most general categories in the
world: animals and artifacts. As shown in Figure 1, texture
information seems more important to distinguish animals,
while shape information seems more important to distin-
guish artifacts. This guess is supported by evidence from
psychology and cognitive neuroscience [4,7,43,44], but has
not been rigorously examined in deep learning community.

Question 2. Shape-biased models are more robust in
general 0.0.d cases (i.e. the average of 15 corruption types
in ImageNet-C dataset). It is curious to ask: Is shape infor-
mation more robust in all kinds of distribution shifts? Espe-
cially, when images are corrupted by elastic transformation
or blurring, will shape information be reliable?

3.1. Experimental setting for investigation

To rigorously investigate the relationship between
shape/texture information and o0.0.d robustness, we care-
fully design a category-balanced dataset, and methods to
extract shape and texture features.

Shape/texture features. Following Geirhos et al. [20],
Shape is defined as the set of contours that describe the
3D form of an object. In 2D case, it means the 2D pro-
jection of these 3D contours. Therefore, edge detection al-
gorithms are natural choices for capturing shape informa-
tion, and canny edge (CE) detector is adopted due to its ex-
cellent visualization results. Additionally, self-information
(SI) map is used to extract shape information, as texture
typically contains relatively low self-information due to its
high-frequency self-repeating [41]. Inspired by Feng et
al. [16], Texture is defined as the shape-unrelated portion
of the image. Therefore, following the jigsaw puzzle ap-
proach [9, 38], we use permuted patches to represent the
texture of the entire image, in which global shape informa-
tion is largely destroyed but texture information is well pre-
served. Specifically, three parametric settings with shuffled
4x4, 8x8 and 16x16 patches are used to simulate different
scales of texture, referred to as P4, P8 and P16. An example
is illustrated in Figure 2 and more can be found in Supple-
mentary Material 2.1.

Original Shape Texture
Image Features Features

Selfinfo Cannyedge

Figure 2. Illustration of shape and texture features.

Category-Balanced ImageNet dataset. To systemat-
ically investigate the effect of categorical factors (animal
vs. artifact) on CNNs’ shape and texture learning, we
have meticulously designed this dataset to avoid disturbance
from data imbalance. This dataset is a subset of ImageNet
and is used to conduct control experiments. It consists 64
animal categories and 64 artifact categories, carefully se-
lected from ImageNet 2012 dataset [14], with each con-
taining approximately 1300 images. Detailed information
regarding this dataset can be found in Supplementary Ma-
terial 1. Moreover, we introduce two settings to ensure fair
comparisons. In setting 1, models are trained and tested by
animal and artifact sub-datasets respectively. In setting 2,
the model is trained by the whole dataset, with evaluations
on animal and artifact sub-datasets separately.

Training Setup. All models employ ResNet 50 archi-
tecture [22] with 100 training epochs. Other training details
for all experiments in this paper can be found in the Supple-
mentary Materials 2.2.

3.2. Is shape information more robust for
all categories?

The conclusion that shape information is more robust
implies that shape information is more discriminative for
0.0.d data. However in conceptual science, researchers have
found that natural objects are defined by their sensory fea-
tures or internal structure, while man-made objects are de-
fined by their function or usage purpose [7,44]. From a tax-
onomic standpoint, the increasing use of biochemical and
biophysical techniques leads to increasing determinacy in
taxonomy [43]. As explored in cognitive science [4], visual
shape properties’ relationship with an artifact is much more
articulated than their relationship with an animal, possibly
because the category of an artifact is defined by its function,
which is usually more related to its shape information. To
thoroughly investigate this phenomenon, we ask a question:
Which feature, shape or texture, is more discriminative for
animal and artifact categories, in both i.i.d and o0.0.d cases?

Aiming to investigate these questions, we train and test
CNN models by using either shape or texture features in
both i.i.d and o0.0.d settings. The o0.0.d test set contains 15
corrupted versions of each test image, corrupted by methods
in ImageNet-C, including blurring, weather, and noise. A
single evaluation metric, shape-to-texture ratio (S-T ratio),
is introduced to compare the difference in discrimination
ability more clearly. This ratio is calculated as the perfor-
mance based on shape features divided by the performance
based on texture features, and a higher value means shape
information is more discriminative and vice versa.

As highlighted in Table 1, all experiments tested on an-
imal datasets have S-T ratio smaller than 1.0, whereas all
experiments tested on artifact datasets have S-T ratio larger
than 1.0 in both i.i.d and o.0.d cases. These results indi-
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cate that when distinguishing animals, models trained by
texture features perform better than those trained by shape
features. In contrast, when distinguishing artifacts, models
trained by shape features perform better than those trained
by texture features. This observation is consistent with our
intuition that texture is the discriminative feature for ani-
mals, while shape is the discriminative feature for artifacts.
Furthermore, comparing the top 2 rows with the bottom 3
rows, training with separated or combined datasets has triv-
ial differences, indicating that the discriminative feature for
a category is an intrinsic property, rather than a “relative
property” compared to any other categories in the training
set. A plausible explanation could be related to object defi-
nitions: the definitions of artifact categories are directly re-
lated to their functions, which are closely related to shape
information, while the definitions of animal categories are
directly related to their non-visual internal structures, which
are much less reflected in shape information. Experiments
regarding specific shape or texture features are included in
Supplementary Material 3.1 with the same conclusion.

Train set | Test set i.i.d case . 0.0.d case .
S T Ratio| S T Ratio
Animal | Animal |69 74 093 |25 28 0.90
Artifact | Artifact | 71 62 1.15 |34 19 1.81

Animal |68 75 091 |24 26 0.92
All Artifact | 72 64 1.12 |33 20 1.67
All |70 70 1.00 |28 23 1.24

Table 1. Accuracy (%) of models trained and tested on shape (S)
& texture (T) features in both i.i.d and o0.0.d cases. The ratio of S
to T is also reported.

From these results, we notice that, although shape fea-
tures are discriminative in general cases, texture infor-
mation is not necessarily always worse depending on
specific categories. This conclusion encourages the use
of category-balanced datasets in model training and per-
taining, to fairly preserve shape and texture informa-
tion. Models should learn both shape and texture informa-
tion well (discussed in section 3.3), but they may exhibit
strong bias if animal-artifact distribution in the training set
is strongly imbalanced.

Train set Test set i.i.d case 0.0.d case
Animals Animals 0.807 0.729
Artifacts Artifacts 0.541 0.480
Animals 0.791 0.738
All Artifacts 0.596 0.561
All 0.665 0.630

Table 2. Texture bias ([0,1]) of models trained on original images
and tested on cue-conflicting images in both i.i.d and o.0.d cases.

We further conduct experiments to investigate models’
texture bias regarding animal and artifact categories, with

details in Supplementary Material 3.2. As shown in Table
2, it is evident that models exhibit much higher texture bias
on animal categories than on artifact categories. We believe
that the different levels of texture bias are related to the cat-
egory’s intrinsic discriminative feature.

3.3. Is shape-biased model always superior in
various 0.0.d scenarios?

Shape information is more robust in 0.0.d scenarios in
general cases, since human decision rules are shape-biased.
However, when analyzing models trained by shape/texture
features on individual 0.0.d corrupted scenarios in Section
3.2, we found models trained by shape features favor some
corruption types while models trained by texture features
favor others. Therefore, we are curious to investigate the ro-
bustness of shape-biased models in individual 0.0.d corrup-
tion scenarios, especially considering those making shape
information much less reliable such as blurring.

To investigate this question, we trained two models that
are shape and texture-biased respectively. The shape-biased
model is trained on all 128 categories in Category-balanced
ImageNet, with each image having 50% chance replaced by
either CE or SI version. The texture-biased model is trained
on the same dataset, with each image having 50% chance
replaced by either P4, P8 or P16 version. Both models
are evaluated on the corrupted version of Category-balanced
ImageNet test set, as mentioned in Section 3.2.

The results on all 15 natural corruption o.0.d scenar-
ios are shown in Table 3. The shape-biased model per-
forms better in general as expected, while on all types of
blurs and elastic transformation, the texture-biased model
shows clearly higher robustness. This observation can be
explained by the fact that, when images are blurred or
subjected to elastic transformation, their shape information
changes more than texture, leaving their texture informa-
tion as a more predictive cue. Furthermore, from the per-
spective of data distribution, these corrupted data have a
smaller distribution shift to the augmented training dataset
of the texture-biased model [35]. Results in Table 3 con-
solidate our intuition: Although the shape-biased model
has higher average accuracy, the texture-biased model
shows noticeable advantages in certain scenarios where
shape information is less reliable.

Besides analyzing shape and texture-biased models
trained by CE, SI, P4, P8, and P16 features that are ex-
tracted conventionally using simple manipulations, we fur-
ther repeat our experiment using models trained by effec-
tive augmentations from Augmix variants to further support
our conclusion. Augmix [25] is a well-known augmentation
method that boosts robustness by applying a sequence of
augmentations chosen randomly from nine basic ones, and
employing consistency loss on the outputs of the original
image and two augmented variants. We divide those nine
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Method ave Noise Blur

Weather Digital

Gauss Shot Impulse | Defocus Glass Motion Zoom | Snow Frost Fog Bright | Contrast Elastic Pixel JPEG

S-biased model | 45.6 | 32.1 323  25.7 424 372 45.1
T-biased model | 41.3 | 234 21.6 15.4 42.7 399 46.1

464 54.6 78.7 41.7 56.6 557 69.1
339 436 724 39.2 60.5 472 649

442 | 39.5
50.8 | 28.3

Table 3. Accuracy (%) of shape and texture-biased models on 15 corruption scenarios. The best results are highlighted in bold.

Method ave Noise Blur

‘Weather Digital

Gauss Shot Impulse | Defocus Glass Motion Zoom | Snow Frost Fog Bright | Contrast Elastic Pixel JPEG

Augmix-Shape | 58.1 | 52.7 53.6  49.7 46.4 46.4
Augmix-Texture | 554 | 43.0 39.7 385 57.1 48.0
Augmix-Original | 61.5 | 564 56.6 54.4 54.9 48.0

509 | 47.6 583 609 82.8 68.9 644 655 725
649 | 455 49.6 628 747 45.1 69.6 574 685
63.1 | 52.6 583 69.6 812 63.3 68.4 588 704

Table 4. Accuracy (%) of Augmix variants on 15 corruption scenarios. The best results are highlighted in bold.

basic augmentation methods into two groups. The texture-
changing pool contains color-channel operations including
solarize, equalize, auto-contrast, and posterize, which do
not affect spatial information and force the model to learn
robust shape features. The shape-changing pool contains
spatial operations including translate xy, shear xy, and ro-
tate which cause more changes in shape information than
texture and force the model to learn robust texture features.
[lustrations of these augmentations are shown in Figure 3.
Following the training method of Augmix, we train 3 mod-
els, Augmix-shape, Augmix-texture, and Aumgix-original
with texture-changing, shape-changing, and the original
augmentation pool respectively.

Figure 3. [Illustration of shape-changing (mid) and texture-
changing augmentations (right) of the original image (left).

Results in Table 4 exhibit similar trends as in Table 3,
where each model favors specific types of 0.0.d scenarios.
In particular, Augmix-texture also favors all types of blurs
and elastic as the texture-biased model in Table 3. Impor-
tantly, we noticed the results of the Augmix-original on in-
dividual cases are neither the trade-off average nor the high-
est value compared with its shape and texture variants. On
one hand, incorporating both shape and texture information
is necessary for certain 0.0.d scenarios (like impulse noise
and snow), where both shape and texture information re-
main reliable. On the other hand, incorporating both shape
and texture information would weaken the predictive power
under certain 0.0.d (like contrast, pixelate, defocus blur, and
elastic transformation), where either shape or texture infor-
mation is no longer reliable. Therefore, we further analyze
the working principle of Augmix, and point out its limita-
tions to certain 0.0.d scenarios where the model solely relies

on shape/texture information (biased towards shape/texture)
would have optimal performance.

4. Shape-Texture Adaptive Recombination

According to Section 3, the discriminative features vary
across different o0.0.d scenarios. Consequently, relying on
fixed decision rules coupled with uniform feature extrac-
tions would be insufficient in maintaining reliability against
distribution shifts. Therefore, we design a novel model
named Shape-Texture Adaptive Recombination (STAR)
with dynamic decision rules to enhance performance across
a spectrum of 0.0.d scenarios. The overall framework of
the proposed method is visualized in Figure 4. A category-
balanced training dataset is firstly used to pretrain a debi-
ased backbone and three heads that specialize in extract-
ing robust shape, texture and debiased features respectively.
Then, a recombination head is trained to adaptively regulate
the contributions of these distinctive features in accordance
with individual instances. Compared to standard models,
STAR incorporates additional parameters through three ad-
ditional heads and introduces an additional training over-
head of 20 epochs for the recombination head.

4.1. Unbiased backbone and specialized heads

To deal with different scenarios, the unbiased backbone
(B) is designed to keep rich features (F' = B(z)) which can
be adaptively used for subsequent processes. This is mainly
achieved by the objectives of the specialized heads.

Based on the backbone, three heads are designed to sep-
arate the shape, texture, and debiased features. Each head
consists of a convolution layer and a fully connected layer
and aims to extract one kind of feature. This is achieved
by augmenting the training data using Augmix method with
distinct augmentation pools. Specifically, the shape-biased
head (H;) is trained by original images and images aug-
mented by the texture-changing pool (z4.) exclusively, us-
ing cross-entropy classification loss and Jensen-Shannon di-
vergence consistency loss as in Augmix (Equation 1). JS di-
vergence loss is calculated by the posterior distributions of
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H, __, Classification
Results

Texture-biased head
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Figure 4. The overall framework of STAR. The unbiased backbone and three specialized heads first extract robust shape, texture, and
debiased features. Then the recombination head provides weight adaptively across input to combine the results from specialized heads.

the original sample z,,; and two augmented variants. Sim-
ilarly, the texture-biased head (H,) and debiased head (H )
are trained using images augmented by the shape-changing
pool (zs.) and the combined pool (x) exclusively.

Then, the overall loss function for the first 100 epochs
is defined as Equation 2, where pffug, Paug and pgug are
calculated by Hy(B(zy.)) ,Hi(B(zs:)) and Hq(B(z4))-

Ly = Ly, (pori7 y) + /\Js(pm“iapauglapaug2)~ (1

L= LHS (poriapfz(;glvpfzcug% y)
+L 1, (Pori» Pagt> Paug2s Y) (2)
+Lu, (Pori, pZugl ) pgug% Y)-

Through this approach, H, is forced to learn similar
features for the original image and images with texture-
changing augmentations, enforcing its decision rule to
heavily rely on shape information to minimize the consis-
tency loss. Such a decision rule will favor 0.0.d scenarios
where shape information remains robust but texture is un-
reliable. Analogously, H; and H, are trained with similar
underlying principles. As a result, three heads with distinct
decision rules are trained to handle different 0.0.d scenarios.

4.2. Recombination head

The recombination head H, is designed to adaptively ad-
just the contributions of these distinctive features in accor-
dance with each instance. Notably, images and augmented
images (both noted as x;) are fed into all heads, resulting
in extracted features H(F'i), H;(F%) and Hy(F'%). The re-
combination head outputs 3 values as in Equation 3, and the
final prediction is the convex combination of the prediction
of the specialized heads, with weights from the recombina-
tion head. The classification results y; and training objective
L; for image z; can be calculated as in Equation 4 and 5. In
our experiment, the recombination head is trained by extra
20 epochs with the backbone fixed for fast convergency.

«,f3 and ~y therefore can indicate whether shape, texture
or a fusion of both are discriminative for the input image.
Ideally, when input images are augmented by the shape-
changing pool, H, will allocate more contributions to the
texture-biased head. Therefore, for 0.0.d testing, the model
has learned whether the input’s shape or texture information
loses more and adaptively combines classification outputs
from three specialized heads to yield a well-informed pre-
diction. To illustrate, considering the scenario where test
images are blurred due to moving objects and shape infor-
mation becomes less robust, H, should automatically pri-
oritize texture information to counteract the effect of this
particular distribution shift.

[vi, Biyvil = Hy (F1). 3)
Ui = a; - Hy(Fy) + Bi - Hy(Fy) + i - Ha(Fy).  (4)
Li - Lcls(givyi)~ (5)

5. Experiments

We conduct primary experiments on Category-balanced
ImageNet using ResNet-50 model, accompanied by a de-
tailed analysis. To validate the effectiveness of our proposed
method across different datasets and network architectures,
we extend our analysis on CIFAR-10 [30] and Office-Home
dataset [46], utilizing ResNet18 [22], Vggl6 [42], and Mo-
bileNetV3 [28] models. We evaluate model robustness over
a range of challenging 0.0.d scenarios including image cor-
ruption, adversarial attack, style shifts, and dataset shift.

5.1. Experimental settings

Dataset. For Category-balanced ImageNet experiments,
we employ 128 categories for model training, and utilize
data that share the same categories as the training set ex-
clusively for the test dataset mentioned below. To eval-
uate 0.0.d robustness to corruption, ImageNet-C [24] and
ImageNet-C dataset [35] are used. ImageNet-C includes 15
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.. o.0.d

Method i1.d Image Corruption Adversarial Attack Style Shift | Dataset Shift A
IN | IN-C{l) IN-C'(}) | FGSM0.03 FGSMO0.06 | IN-R IN-S IN-V2 Ve
Vanilla ResNet 84.3 79.2 47.1 35.0 234 289 250 84.9 427
Cutout 84.6 79.7 46.9 247 15.4 297 248 85.1 40.2
Mixup 85.1 71.0 40.8 47.8 39.0 327  27.1 86.3 49.5
Cutmix 85.3 79.8 43.6 35.8 31.9 289 225 86.3 44.4
Patch Gaussian 84.7 74.8 46.3 242 16.1 30.1 244 84.6 40.7
Stylized IN 84.1 63.0 414 40.8 28.9 384 434 85.1 50.7
AutoAugment 85.4 68.9 44.1 26.4 17.3 345 346 85.2 444
Augmix 85.5 61.3 40.7 43.8 31.1 363 364 85.7 479
APR 85.3 58.9 35.2 27.9 19.0 357 38.1 86.6 50.6
STAR identi-heads | 85.4 60.7 40.6 57.1 51.5 36.6 378 85.2 55.7
STAR(ours) 85.5 574 39.4 59.3 54.3 38.2 383 85.9 57.2

Table 5. Li.d and o.0.d performances (%) for different methods on Category-balanced ImageNet (IN). The best results are highlighted in
bold and the second bests are underlined. Our proposed method consistently improves model robustness across diverse 0.0.d scenarios.

distinct corruptions types, each with five severity levels per
test set image in ImageNet. It is evaluated by mean cor-
ruption error, the normalized corruption error by AlexNet
referred from the original paper. ImageNet-C' introduces
additional 10 o.0.d scenarios perceptually dissimilar to cor-
ruption types per test set image in ImageNet and evaluated
by mean error. To evaluate 0.0.d robustness to adversarial
attacks, we obtain the test set by attacking the images in the
original test set using Fast Gradient Sign Method (FGSM)
[21] with € = 0.03 and 0.06. To evaluate o0.0.d robust-
ness to style shift, ImageNet-R dataset [23] and ImageNet-
sketch dataset [47] are used. ImageNet-R contains 30k im-
ages across 16 different rendition types (i.e. art, sculptures,
sketches) and 200 ImageNet classes. ImageNet-sketch con-
tains 50 sketch images for each ImageNet class. To evalu-
ate 0.0.d robustness to dataset shift, we adopt ImageNet-V2
dataset [39], a new test set for ImageNet with 10k images
collected following the original protocol.

In our experiments on CIFAR10 dataset, a widely-used
dataset with 60k 32x32 images across 10 classes, CIFAR10-
C dataset [24] (CIFAR10 counterpart of ImageNet-C), is
used to evaluate 0.0.d robustness against image corruption.
Again, we attack the test set images by FGSM with € = 0.03
and 0.06 to evaluate adversarial attacks. In our experiments
on Office Home, a dataset consists images of 65 objects
commonly found in Office-Home settings from 4 distinct
domains, we employ the real-world domain for model train-
ing and the remaining three domains (art, clip art and prod-
uct) for assessing 0.0.d robustness against style shift.

Comparable methods. We compare the performance
of STAR with other augmentation algorithms, including
Cutout [15], Mixup [50], Cutmix [48], Patch Gaussian [34],
Stylized ImageNet [20], AutoAugment [13], Augmix [25]
and Amplitude-phase Recombination (APR) [10]. Addi-

tionally, we introduce a model called STAR-identical heads,
which mirrors the architecture of STAR, but all three heads
are debiased heads trained using nine augmentations.

5.2. Results on Category-balanced ImageNet

The performance of all methods is presented in Table 5.
As can be seen, our proposed method achieves the high-
est overall 0.0.d robustness (57.2%, a notable increase of
6.5% from the second-best Stylized IN) and consistently
enhances performance across all individual o0.0.d scenarios.
Importantly, STAR exhibits a further improvement of 1.5%
over STAR-identical heads, indicating its advantage does
not solely stem from the complexity of the additional heads
and ensemble results. Instead, it comes from the adaptive
contributions of distinctive features to suit various o.0.d
cases. Meanwhile, it exhibits similar i.i.d performance as
other methods, breaking the conventional trade-off between
accuracy and robustness [34,51].

Regarding o.0.d robustness against image corruptions,
our proposed model achieves the lowest error in IN-C and
second lowest in IN-C, exhibiting improvements of 21.8%
and 7.7% respectively over the ResNet baseline. The im-
provement from STAR-identical heads to STAR (60.7% to
57.4% in IN-C) clearly validates the effectiveness of spe-
cialized heads. To further understand the role of these
heads, the performance of individual heads is evaluated and
the same trend as in Table 4 is observed (i.e. texture-biased
head favors blurs), indicating that H, and H; heads have
indeed leant the intended shape and texture features. In par-
ticular, H; shows higher accuracy for all blurs and elastic
transformations over the other two heads (64.4% vs 62.0%,
63.5% on average, and details can be found in supplemen-
tary material 3.3). To further understand the role of the
recombination head, we calculated the average combina-
tion weights for individual corruption types and observed
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Test dataset Architecture | Vanilla | Cutout | MixUp | CutMix | AutoA | PatchG | Augmix | APR | S-ID | ours
ResNet18 95.2 | 957 | 96.0 96.4 95.3 | 95.1 954 19571959958

CIFAR10 VGGI16 92.0 | 924 | 927 93.2 919 | 913 919 192.7]1925|91.1
(i.i.d scenario) MobileNetV3 | 79.0 | 77.9 | 77.0 74.2 79.1 79.3 79.3 |78.6|78.8|79.3
Mean 88.7 | 88.7 | 88.6 87.9 88.8 88.5 88.9 [89.0|89.1|88.7

ResNet18 748 | 755 | 79.7 71.1 824 | 835 88.8 |88.2|88.6(89.1

CIFAR10-C VGG16 764 | 744 | 773 72.1 80.1 78.9 834 |83.8|84.184.3
(image corruption) | MobileNetV3 | 66.2 | 62.7 | 62.5 58.2 65.7 65.3 709 |69.5|71.3|71.7
Mean 72.5 | 709 | 732 67.1 76.1 75.9 81.0 |80.5|81.5|81.7

ResNet18 68.5 | 66.5 | 71.3 65.1 69.7 | 69.6 83.1 |74.9|85.186.2

CIFAR10-FGSMO0.03 VGG16 63.1 | 614 | 63.1 56.5 63.6 | 63.6 66.3 |67.4|67.3|67.2
(adversaril attack) | MobileNetV3| 473 | 414 | 45.6 39.7 46.5 | 474 514 |48.7]51.8|52.1
Mean 59.6 | 564 | 60.0 53.8 59.9 | 60.2 67.0 |63.6|68.1|68.5

ResNet18 59.8 | 57.3 | 66.1 57.0 61.7 | 61.7 79.6 | 63.7|82.9 |83.9

CIFAR10-FGSMO0.06 VGG16 47.1 | 448 | 51.8 44.2 46.7 | 48.1 51.7 | 50.5|51.5|52.9
(adversaril attack) | MobileNetV3 | 37.4 | 36.6 33.2 28.0 35.1 37.2 379 136.0]40.5(41.2
Mean 48.1 | 46.2 | 504 43.1 478 | 49.0 564 |50.1|58.3(59.3

OH (style shift) ResNet18 474 | 472 | 48.0 47.3 524 | 475 50.3 |48.9|51.0|51.6

Table 6. 11D and o0.0.d performances (%) for different methods and network architectures on CIFAR10 and Office-Home (OH). S-ID
means STAR-identical heads. Our proposed method consistently improves model robustness across diverse 0.0.d scenarios.

the expected results. For example, the texture-biased head
is assigned the highest weight for blurs (0.453), while the
shape-biased head is assigned the highest weight for Pix-
elate (0.503). These results highlight the recombination
head’s capacity to allocate the most pertinent heads with
the highest weights. Detailed results for individual corrup-
tion 0.0.d scenarios for all methods can be found in Sup-
plementary Material 3.4, where STAR also shows superior
performance over comparable methods.

In terms of 0.0.d robustness against adversarial attacks,
STAR outperforms the second-best method Mixup by a sub-
stantial margin (59.3% to 47.8% in FGSMO0.03, and 54.3%
to 39.0% in FGSMO0.06). Besides, we guess images-mixing
might be an factor, since methods exhibiting strong perfor-
mances largely employ this process, including Mixup, Cut-
mix, Augmix, Stylized IN and STAR.

For o.0.d robustness against style shifts, STAR achieves
the second-best results on IN-R and IN-sketch. However,
Stylized IN’s top 1 accuracy might be slightly unfair, due
to its utilization of an additional artworks dataset for style-
transfer-based data augmentation. The various artwork
styles in this additional dataset coincide with the styles in
IN-R (art, paintings, sketches, etc) and IN-sketch (sketch).

Lastly, for 0.0.d robustness against dataset shifts, STAR
achieves a 1% improvement over the vanilla CNN, but it is
less effective than Mixup, Cutmix and APR.

5.3. Results on CIFAR10 and Office-Home

As shown in Table 6, extended experiments on CIFAR10
and Office-Home prove the effectiveness of our proposed

method on diverse 0.0.d datasets and network architectures.
For CIFAR10, STAR achieves the best performance con-
sistently in 0.0.d scenarios of image corruption and adver-
sarial attacks, across multiple architectures like ResNet18,
VGG16 and MobileNetV3. Meanwhile, the results on Of-
fice Home datasets demonstrate that STAR outperforms
other methods for robustness against style shifts.

6. Conclusion

In this work, we delve deeper into the intricate relation-
ship between shape/texture information and o0.0.d robust-
ness. We find that shape information is not always su-
perior in distinguishing distinct categories (i.e. animals)
and shape-biased model is not always superior across var-
ious 0.0.d scenarios (i.e. elastic transformation and blurs).
Based on these observations, we proposed Shape-Texture
Adaptive Recombination to adaptively adjust the contribu-
tions of shape, texture and debiased features across different
instances. The superior performance on multiple datasets
under diverse 0.0.d scenarios including image corruption,
adversarial attacks, style shift and dataset shift proves the
effectiveness and generalization of our proposed method.
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